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Foreword to the first edition
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The Guide has been produced by the efforts of numerous members of the Risk SIG. Many of those who have attended meetings of the SIG during the production period of the document can feel that they have contributed to some degree. But, as is normal in the production of a ‘document by committee’, there is always more effort put in by only a few individuals.

In early 1995 a representative ‘steering group’ was formed to agree the format of the Guide, to act as a sounding board for thoughts and musings and as a first-pass proof reader. Chapters were authored by individual members of this steering group as detailed below. The editing has been undertaken by myself with considerable assistance from David Hillson and Ken Newland. Everyone associated with the Guide has given their time free of charge and, on behalf of the Risk SIG, I would like to thank both them and their parent companies for their generosity in so doing. I would also like to add my personal thanks to all of them, and in particular to my co-editors, for pushing me to finalise the document.

Individual chapter authors:

- **Introduction** Ken Newland (Quintec Associates Ltd)
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- **Techniques** Dr David Hillson (HVR Consulting Services) and Philip Rawlings (Euro Log)
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Foreword to the first edition

Other steering group members:
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I hope that this document, now known as *The Association for Project Management Project Risk Analysis and Management Guide* or *PRAM Guide* will be of use to anyone and everyone with an interest in the subject. It has been structured in such a way that both a novice and an expert, and all abilities between, can learn from it. The novice should be able to read at least the early chapters and gain an insight into the subject, and an expert can hone their knowledge of the more detailed analytical techniques by reading the Appendix.

No direct references are listed or quoted in the document and there is no advice given on the numerous and varied supporting software packages that are available. This has been deliberate. The information given in the text is considered by the authors and editors to be in the public domain. Software systems continue to change and therefore to include references today would date the *Guide* immediately. We also felt that it was unwise and unfair of us to recommend any software when we are unaware of the total market. However, should the reader require further bibliographic references or a list of available software (as up-to-date as possible) these can be obtained directly from the website of the Association for Project Management.

It must be remembered that PRAM is not a panacea for all project management failings, but it is an integral part of good project management. To emphasise this point I would like to quote a former member of the Risk SIG, Paul Rook, who died before this document was completed. I believe Paul’s definition of risk management summarises the prime motivation behind the implementation of the PRAM process.

‘*Project risk management does not guarantee success but has the primary goal of identifying and responding to potential problems with sufficient lead time to avoid crises, so that it is possible for project management to achieve its goal of a successful project which meets its targets.*’

Peter Simon
October 1997
Introduction

THE PURPOSE OF THE GUIDE

Risk is present in all projects whatever their nature, although some projects are inherently more ‘risky’ than others because of the nature of their task, the technology on which they are based, or the environment in which they are undertaken. A formal approach to risk management in projects is often demanded by customers or by the governance requirements of the organisation itself. As there are many possible approaches to risk management, and many tools and techniques to support these approaches, it is often difficult for the inexperienced project manager to determine which approach would be most appropriate to meet his project’s needs.

The PRAM Guide describes a systematic and disciplined approach to controlling risk that can be used to help improve the success of projects. It sets out methods for the identification and recording of risks, highlighting the consequences and establishing appropriate management action. The Guide does not prescribe a system that project managers can adopt without careful thought; it will still be necessary to study other risk methods and techniques and to develop judgement through personal experience. Successful project managers know that they must develop an approach to each project that is appropriate for the purpose and which makes full use of the team’s strengths and the inherent qualities of the project and its environment. It must also reflect the project manager’s own individual style of management. There are, as always, no short-cuts to good management.

This latest edition of the Guide aims to assist project managers and risk practitioners by describing a range of approaches and techniques that are being used by their peers, and from which they may choose to suit their own particular circumstances.

This Introduction describes some of the issues and choices with respect to possible approaches and then goes on to outline the structure of the Guide.
APPROACHES TO RISK MANAGEMENT IN PROJECTS

A successfully managed project is one that achieves its stated objectives in the most effective manner possible. No project manager would attempt to run a project without giving the disciplines of quality management, planning and financial management detailed attention; the same is true of risk management. However, the benefits of risk management may be achieved in many ways.

Many project managers still see risk management as a rearguard action to protect the project from its own fears. In some cases, it is only applied superficially in order to comply with internal company rules or meet client expectations.

Simply managing to lowest cost – a typical scenario resulting from competitive fixed-price bids or unenlightened project sponsors – potentially leaves the project exposed to inherent risks. Identifying those risks and making mitigation plans in the form of alternative paths, action plans or ‘a contingency fund’ go some way towards dealing with the risk, but such an approach can be too reactive in that the mitigation plan is invoked only when the potential threat has become an issue, and opportunities (that is, risks with a positive impact) are not actively pursued.

If a project team is to be successful it cannot rely on the absence of problems but must predict and manage the inherent risks so that, when problems do occur, they can be overcome and, when opportunities arise, the benefits are maximised. A successful project manager is undoubtedly also a good risk manager who not only controls project risks to avoid ‘management-by-crisis’, but is also aware of opportunities and is ready to exploit them as they arise.

The effective management of risks will reduce the requirement for contingency planning, leading to more competitive bids, more profitable projects and more satisfied customers. This ‘risk-efficient’ approach acknowledges that proactive and judicious spending of some of the risk budget (time and/or cost) before risks occur offers the project manager the opportunity to exercise full management control over those potential events.

The net effect is to make the project far less susceptible to chance in that threats are rendered less critical in impact, or even eliminated altogether, and significant opportunities are actively pursued and realised. As a consequence, the project is less exposed to ‘crisis’ situations, and thus the project team is less stressed, more confident and is better able to apply its skills. The net result is a project that is more likely to succeed in achieving its stated objectives within agreed time and cost budgets and a customer who is more relaxed and happy.

Project risk analysis and management, as described in this Guide, is in many respects a formalisation of the common sense that project managers usually apply to their projects. It is not a new way of managing and need not require a significant change in the way a project manager thinks or behaves. It is a tool to assist in discharging project responsibilities effectively and in
ensuring the fulfilment of project objectives. Although project risk analysis and management has a clearly defined formal structure, it cannot be applied mechanically – it should not be seen as a ‘painting by numbers’ approach. Most experienced risk practitioners understand this, but formal statements of risk methodologies do not always make this important point clear. Creativity, lateral thinking and an understanding of the domain or environment in which the project is taking place are crucial to successful risk management.

Project risk analysis and management is often concerned with extremely complex risk issues, so a complex method is the last thing that is needed. Accordingly, the method described in this Guide has been kept as simple as possible, while nevertheless fully encompassing all the various methods and viewpoints known to the authors that contribute to the comprehensive analysis and management of risk. This means that this Guide does not knowingly exclude any approaches that are currently being used successfully.

At its most fundamental level, risk management is extremely simple. The risks (both threats and opportunities) are identified, a prediction is made on how likely they are and the extent of their impact, decisions are taken on what to do about them, and then those decisions are implemented. At a more complex level, overall risk outcomes (rather than individual risk events) are identified and strategies devised to manage these outcomes by, for instance, changing the project approach, solution, timescales, basis of contract or even the scope of the project. This increased complexity is generally rewarded by a significantly improved performance against objectives.

THE STRUCTURE OF THIS GUIDE

Following the Introduction, Chapter 2 ‘Benefits’ shows how a formal approach to risk management helps directly and indirectly to improve the likelihood that a project will be successful.

Chapter 3, ‘Principles’ offers a high-level definition of the recommended approach to managing risk and introduces the fundamental principles and concepts on which the rest of the Guide is based. It also provides a summary of the risk management process, which is expanded in Chapter 4.

Chapter 4, ‘The PRAM Process’ takes the reader through a number of iterations of the process, demonstrating the changing emphasis as the project progresses and better information becomes available. The approaches described here have all been experienced by members of the APM Risk SIG. Few implementations of risk management need to specifically address every phase and action as presented in this chapter although, to varying degrees, every aspect is present in successful risk management.

Having established the principles and described the process in detail, the Guide turns to implementation. Chapter 5, ‘Organisation and Control’, examines risk management in the context of the project’s management and describes how to govern and control risk management activities on the project.
By definition, risk management involves not only most team members, but also other parties, many of whom will not be willing participants when it comes to assessing the nature of risks and how best to deal with them. Understanding this is crucial to successful risk management and is discussed in Chapter 6, ‘Behavioural Influences’.

Chapter 7, ‘The Application of PRAM’, discusses issues concerning the introduction of risk management into the organisation – namely, establishing and sustaining effectiveness, developing capability, measuring success and managing expectations.

Finally, Chapter 8, ‘Tools and Techniques’ gives a high-level summary of the tools available for implementing a risk management process. These are categorised as identification, quantitative techniques, qualitative techniques, risk control, risk audit and risk management tools. More detailed descriptions of techniques in the first three of these categories are provided in the Appendix, ‘Using Risk Management Techniques’.

The Guide concludes with a glossary and a list of other publications that may be of interest to the reader in ‘Further Reading’.

The principles and objectives of risk management have been widely adopted in recent years. Many government agencies, educated clients and wise contractors now insist on a risk assessment before any contract is placed or undertaken. They also require risk management to be undertaken during execution of the project. Yet, some organisations still take risk management less seriously, perhaps through ignorance or a bad experience. It is hoped that, whatever the reader’s circumstances, this Guide will go some way towards ensuring that tangible benefits accrue wherever risk management is applied.
2

Benefits

This chapter sets out to identify common benefits of risk management and to point out some of the problems that may be experienced in undertaking project risk management. It is hoped that the reader, armed with this knowledge, will be better able to justify the need for project risk management, and will also develop a more rounded understanding of the issues that can arise.

THE ‘HARD’ AND ‘SOFT’ BENEFITS OF RISK MANAGEMENT

It is helpful to divide the many benefits that have been cited by those working in the field of risk management into two categories:

- ‘hard’ benefits – that is, contingencies, decisions, control, statistics and the like
- ‘soft’ benefits – that is, people issues which are implicit in some of the ‘hard’ benefits but which are not usually expressed as benefits in their own right.

The reason for separating these out is that it is relatively easy to express ‘hard’ benefits and, with enough effort, it is possible to ‘measure’ them. ‘Soft’ benefits are much less easy to quantify but, like so many people issues, can give rise to dramatic improvements in performance. Research by the APM Risk SIG in 1996 produced the list of ‘hard’ and ‘soft’ benefits shown in Table 2.1, and these are more fully described below. Benefits to other parts of the organisation arising from project risk management follow, and the chapter concludes with a general survey of threats to effective risk management.

‘Hard’ benefits

H1 Enables better informed and more believable plans, schedules and budgets

All planning is a statement of what needs to be done, together with a prediction of what resources (time, cost, and labour) will be needed to achieve it,
usually expressed as absolutes. Few managers believe that the plans are accurate and, indeed, many treat them as outline guides. The use of risk management to identify risk factors, and to allocate tolerances or contingency in respect of those risks, helps create a more objective description of the tasks and the related budgets and schedules. This gives more credibility to the plans.

**H2 Increases the likelihood of a project adhering to its schedules and budgets**

Clearly, the more realistic the project’s plans (schedules, budgets), the more likely it is that the outcome will reflect those plans. Team members who believe that they have a hopeless task and expect to fail, no matter how well they do, will tend to be demotivated. Giving them achievable targets, in which they can believe, will secure greater levels of commitment leading to a higher probability of success.

In addition, the proactive management of risk will remove some of the threats that would otherwise impact on the project and also realise some of the opportunities to improve the project’s outcomes.
**H3 Leads to the use of the most suitable type of contract**

The client in a contractual relationship has many options of contract that he can place on the supplier. The most simple of these are the alternatives of fixed-price and cost-plus financing. A common understanding of the inherent risks within a project can indicate which of these might be most appropriate. Clearly, a high-risk project in a fixed-price environment will cause the supplier to apply high levels of contingency which may eventually work its way into excessive profits if the risks do not arise. In such situations the client might benefit from using cost-plus arrangements so that he can more closely manage the tasks, decisions and ultimate cost. When the risk areas have been resolved, then fixed prices might be more appropriate.

Risk analysis can also expose possible areas of conflict between the contractor and client. These can then be addressed early in the project life cycle, thus reducing the likelihood of disagreement (or even litigation) as a result of misunderstanding.

**H4 Allows a more meaningful assessment and justification of contingencies**

Many managers apply blanket contingency levels on no better basis than a ‘gut feeling’. This often results in over- or underprovision and the ineffective application of scarce resources. Risk management can identify and quantify the amount of contingency required to give a particular acceptable confidence level, and the risk budget can be actively managed as the project proceeds. The overall budget for the project, and especially the contingency fund, can then be allocated to the prime areas of risk, although generally it is better for the contingency fund to be held centrally.

**H5 Discourages the acceptance of financially unsound projects**

The discipline of assessing the impact of possible risks to a project forces realism in the planning stage as risk analysis creates an early awareness of potential obstacles and opportunities. In extreme cases, risk analysis may reveal that a project cannot meet its objectives, is not feasible, or is a potential threat. In these situations the organisation can decide not to bid or to pull out before resources are heavily committed.

**H6 Contributes to the build-up of statistical information to assist in better management of future projects**

The same problems often arise on different projects within the same organisation – even in a company that has good internal communication. This is usually due to the learning curve experienced by many project staff as a result either of transfer to new projects or promotion to new levels of responsibility. Quite often, however, it is because the decision-makers set unrealistic expectations.
Formal risk analysis, together with post-project reviews, can provide a wealth of information in a form that can be used as a reference for staff and managers alike.

**H7  Risk analysis enables objective comparison of alternatives**

All projects contain decision points when alternative courses of action are available. Risk management allows the relative opportunities and threats to be evaluated and compared on a common basis, supporting project decision-makers. This benefit is also applicable to the bid process where trade-offs of alternative solutions can be performed.

**H8  Identifies, and allocates responsibility to, the best risk owner**

Risk analysis involves looking objectively at a project and examining its strengths and weaknesses. This will highlight issues which are being addressed either by nobody or more than one person. It is a common occurrence on projects for two or more people (or departments) to ‘pass the buck’ for a problem between them. While ‘blame’ is being fought over, progress is delayed, leading to knock-on impacts elsewhere on the project. Where the ownership of a problem area is ambiguous, risk management can enable each risk to be uniquely allocated.

**‘Soft’ benefits**

**S1  Improves corporate experience and general communication**

Improved communication has been described as the single greatest benefit of the risk management process. Risk management provides a framework for identifying and discussing project issues in a neutral, blame-free environment, with the emphasis on positive action rather than recrimination. Many previously hidden assumptions are revealed during the process, and different members of the project team will find a common language to talk about their concerns.

The routine use of risk management techniques can also have a beneficial company-wide effect because it facilitates good communications from the lowest level to the top by encouraging full feedback from projects that have failed, thus alerting the organisation to areas deserving greater attention in the future. Creating a database of risk experiences can foster greater openness on risk issues and thus enhance future project decisions.

**S2  Leads to a common understanding and improved team spirit**

The risk management process brings the whole project team together with a single purpose and permits team members to go beyond their own limited contribution and gain a wider view of the project. Differences in
understanding are exposed and can be reconciled not in terms of an individual’s or group’s competence, but in terms that are task- and activity-based. Threats are seen as the common ‘enemy’ to be beaten, and opportunities are prizes to be won. This stimulates people to see the project’s objectives as a common goal and to work together to achieve them. Winning in a challenging environment, is a powerful, motivating, team-building influence.

Risk management creates a framework for the exchange of ideas among people from different areas of the project, with complementary skills and different perceptions of the project. Across the organisation, the use of risk management encourages the exchange of information between projects, leading to the capture of ‘corporate’ knowledge.

Having established a common understanding of the aims and objectives of their project, the team can use the risk management process to help agree the way in which they are going to proceed on the key issues. An agreed approach to risk management allows resources to be effectively deployed to achieve the project’s goals and prevents team members going in different directions.

**S3 Helps distinguish between good luck/good management and bad luck/bad management**

In most organisations, rewards such as promotion, more interesting jobs and higher levels of remuneration arise from the success of the project. It is easy for senior management to assume that the problems a project experiences are the result of bad management and that successful projects are due to good management. In reality, of course, some projects are inherently more problematic than others. An understanding of the inherent risk in a project provides a basis for assessing the project manager’s effectiveness, allowing a distinction between good management/good luck and bad management/bad luck. This leads to individual behaviour being better aligned with goals at both corporate and project levels.

**S4 Helps develop the ability of staff to assess risks**

Several benefits may accrue to individuals as a result of being exposed to risk analysis on a project. The simple fact that risk analysis is being undertaken is enough to make people more aware that risks may, and do, exist in their area of influence. As a result, they tend to look out for them not only in the current circumstances, but also when making decisions for future activities. This awareness of risk therefore improves the competence of the people involved in preparing and executing plans.

Individuals may assess their own ability by predicting risks and then seeing how this preview compares with reality. A further benefit of risk management for an individual is that it allocates the responsibility for a failure in a demonstrably unbiased way, as it is an objective consideration. This means
that a project manager, for instance, will not be held personally accountable for something that he or she could not have reasonably prevented.

**S5 Focuses project management attention on the real and most important issues**

Formal risk management can identify those uncertainties that have the potential to seriously threaten or enhance project success. Attention and effort can then be focused on these key issues, rather than being diverted on to matters which seem important but which do not significantly affect the project’s objectives.

**S6 Facilitates greater risk-taking, thus increasing the benefits gained**

Calculated risk-taking has always been the basis of success. In the absence of formal risk management, however, the outcome is unpredictable (little more than gambling), and opportunities remain unexploited. By applying formal risk management techniques, with appropriate mitigation and fallback plans, an organisation can take greater levels of risk with lower levels of contingency thus improving the overall return on investment.

**S7 Demonstrates a responsible approach to customers**

Risk management can be a basis for better customer-contractor relations. The process involves analysing customer’s requirements carefully and systematically, thus encouraging the contractor to bear these in mind at all times. This in turn means that all decisions taken will be aimed at satisfying these requirements. The use of risk management on a project also encourages a better judged approach to planning objectives and timescales which then benefits the overall quality of the output. Sharing this information with the customer can lead to improved understanding and stronger relationships.

The use of an independent, objective and unbiased risk assessment process adds weight to the decisions made by the project team, and provides the customer and senior management with measures of confidence in the way the project is managed. Because risk analysis considers all aspects of a project, it will give an integrated view of a task. It generates a log of risk features against which future progress is measured and favours logical decisions to which people of various disciplines have contributed.

**S8 Provides a fresh view of the personnel issues in a project**

Risk management can help senior management make informed decisions about appointing project managers. For instance, it would make sense to appoint a less experienced project manager to a less risky project and vice versa.

For more senior management, risk analysis reveals those areas of a project which the project manager might otherwise choose not to expose. By being required to quantify and justify decisions, project managers are discouraged
from clouding them in mystique. This helps break down any power struggle between senior and project management for the benefit of the project’s objectives.

Independent risk analysis can draw attention to areas of dispute between colleagues. It can also be used to review the disposition of staff on a project in the light of the priorities it uncovers. An independent analyst can bring all the unspoken rules and motivations into the open, helping to eliminate bias. It will reveal and serve to reconcile differing perceptions of the uncertainties at hand.

THE RELATIVE MERIT OF HARD AND SOFT BENEFITS

The ‘hard’ and ‘soft’ benefits gained from implementing risk management on a project can be summarised as follows.

- It provides data to support the planning and decision-making processes.
- It helps focus the way in which the project team thinks, behaves and works together.

Without in any way minimising the benefits of the first of these, it is quite probably the second that has the greater impact. Many experienced risk practitioners will argue that a proportion of the benefits of the risk process are achieved in the activities leading up to the first risk register, long before any risk-mitigating action has been taken. This is because the whole project team will have appreciated the issues and will be aware of their own contribution and know what they need to do for best effect. This legacy of understanding will remain with the team throughout the project. Ongoing risk monitoring and reporting also reinforces the acceptance of responsibility, thus ensuring that an appropriate proportion of available energy is expended in managing the risk.

BENEFITS FROM DIFFERENT PERSPECTIVES WITHIN THE ORGANISATION

The benefits listed above were primarily focused at the project manager level within the organisation. However, other levels within the organisation are likely to have a different perspective on the benefits. Table 2.2 identifies some examples at the corporate and individual levels.

‘Hard’ benefits

*H9* Compliance with corporate governance requirements

Projects are not only a significant contributor to the organisation’s progress and the generation of shareholder value, they can also be a significant source of threat to the organisation. Recognised best practice in corporate
governance (such as Turnbull in the UK and Sarbanes-Oxley in the US) requires that organisations have a formal system for recognising, evaluating, managing and escalating threats arising from activities undertaken both within and outside the organisation. Risk management in projects is clearly an important element of fulfilling this requirement.

**H10  A greater potential for future business with existing customers**

The achievement of objectives on current projects often leads directly to follow-on business or preferred supplier status with existing customers as trust and confidence increases.

**H11  Reduced cost base**

Clear quantification of the impact of threats and the potential of opportunities leads to the elimination of hidden contingencies and the proper factoring of contingency over the portfolio of risk. This often produces a lower, but realistic, cost base that is still sufficiently robust to cope with the cost impact of uncertainties in the project.

**‘Soft’ benefits**

**S9  Better reputation as a result of fewer headline project failures**

Reputation is difficult to quantify but vital in maintaining an organisation’s trading position and brand value. It is established and enhanced by building a track record of successful project delivery. Conversely, the failure of high-profile projects can cause severe, and often lasting, damage to reputation.

**S10  Better customer relations due to improved performance on current projects**

A customer’s perception of good and improving performance and their observation of the application of effective risk management generally leads to improved sharing of information, more open relationships and a greater sense of partnership.
Benefits

S11 A less stressful project environment

Management by crisis becomes wearing on all project participants, leading to poor decision-making, absenteeism and loss of key skills. Risk management reduces these stresses by enabling not only the planning of fallback activities before a foreseeable crisis arises, but also the execution of proactive steps to prevent or reduce the impact of the crisis in advance and to improve the likelihood and benefit of opportunities.

THREATS TO EFFECTIVE RISK MANAGEMENT PROCESSES

It would be easy to conclude that implementing risk management is always a positive activity and that the process will necessarily create a cohesive and synergistic team all by itself. However, there are potential dangers in applying the process which can give rise to negative responses and, at least as importantly, can also lead to bad project decisions about risk situations. The following list contains some of the more common issues with, and objections to, the risk management process.

Risk analysis can be garbage in, gospel out

First, the results of the risk process are only as good as the information supplied. Risk practitioners must be careful to verify the input information and to identify and eliminate bias as far as possible. Project objectives should be clearly defined, and the assumptions recorded and agreed.

In addition, the project risk management process should be explicit about testing the consistency of the expert judgements of those involved in order to make the best possible decisions.

Second, output from the formal risk process still has to be evaluated and interpreted. There is danger that results will be accepted uncritically, leading to decisions being made without a real understanding of the underlying issues.

But, don’t forget NINO – Nothing In, Nothing Out. Something has to be done!

Ownership may be transferred to the risk facilitator or risk process owner

The application of risk techniques often involves using specialist staff with particular expertise, either in-house or external consultants. This introduces the danger of viewing risk as the responsibility of the risk specialists rather than as an integral part of the project management task. The risk process must be owned by the project team, and the results used by them to modify project strategy where appropriate.
The validity of risk analysis can become stale

An assessment of risk exposure is merely a snapshot of the project at the time of the assessment. Circumstances change rapidly in most projects, and the results and recommendations of the risk process have a limited lifetime. This means that the risk report will quickly become out-of-date, and its recommendations must be quickly acted upon if they are to be effective. Yet it is not unusual to find projects that are still using the original assessment of risks many months or years later. The risk register should be a live document that is updated on a frequent basis, not just for important risk review meetings.

The effectiveness of the risk management process is difficult to prove

It is difficult to measure and demonstrate the effectiveness of the overall risk management process since it deals with issues that are intrinsically uncertain. If risks that were identified fail to materialise, was that due to good risk management or poor risk identification? If a project is completed under budget, how much of the underspend can be attributed to the results of the risk reduction measures and what proportion was due to high initial estimating? These are questions that risk practitioners grapple with as they try to quantify their contribution to project success.

The process can antagonise staff

If people within the team are not committed to the risk management process there is a danger that the risk practitioner may ‘oversell’ the benefits without balancing these downside issues. This may lead to a lack of credibility in the process and could demotivate staff. This problem could equally well arise with project staff or senior management – wherever there is a lack of flexibility and willingness to embrace new ideas.

Benefits to timescale and budget is not achieved

Often, risk management will be introduced into a project team, but only a ‘tick in the box’ result will be achieved. The project will have a risk process, a risk register, a risk analysis, risk mitigation plans and risk reports, but the team stops short of carrying out the most important step of the process – carrying out the actions to mitigate the risks proactively. This will result in the highly desirable improvements to timescale and cost being lost.

CONCLUSION

There are significant benefits to be gained within the project and throughout the organisation from the application of risk management. Whilst some of
these benefits are not readily quantifiable, they can be significant in improving reputation, confidence and performance from the personal to the corporate level. A clear understanding of the objectives of the process and communication of the role to be played by each member of the team will help ensure that resources expended on risk management provide a good return on investment.
This chapter sets out the key principles of risk management as embodied in the *PRAM Guide*, and puts them in the context of a summary of the recommended risk management process (expanded in Chapter 4), laying the foundation for the detailed chapters which follow.

**TERMINOLOGY**

Terminology in the risk management field is varied and often confused, and clear definition of terms is therefore required. The definitions used in this *Guide* are presented in the Glossary, but two particular definitions are highlighted here as they are essential to a proper understanding of the remainder of the *Guide*.

The word ‘risk’ can be interpreted in many ways. In this *Guide* two distinctly different uses are recognised.

- The term ‘risk event’ describes an individual uncertainty which can be identified, assessed and managed through the project risk management process, and is defined as follows: ‘A risk event is an uncertain event or set of circumstances that, should it occur, will have an effect on achievement of one or more of the project’s objectives.’

- The term ‘project risk’ is used to describe the joint effect of risk events and other sources of uncertainty. At an overall project level, project risk, rather than individual risk events must be the focus, but it is important to understand how project risk is defined by its components, and to manage it at both levels. Project risk is defined as follows: ‘Project risk is the exposure of stakeholders to the consequences of variations in outcome.’

Project risk therefore results largely from the accumulation of a number of individual risk events, together with other sources of uncertainty to the project as a whole, such as variability and ambiguity.
A key principle in the definition of risk event used in this Guide is the recognition that uncertainty can affect the achievement of a project’s objectives either positively or negatively. The term ‘risk event’ is therefore used to cover both uncertainties that could hinder the project (threats) and uncertainties that could help the project (opportunities). As a result, the risk management process is designed to avoid and minimise threats as well as to exploit and maximise opportunities. The aim of addressing both types of uncertainty in the single risk management process is to optimise achievement of project objectives.

THE RISK MANAGEMENT PROCESS

The risk management process recommended in this Guide comprises a number of phases. These are summarised in this chapter, and discussed in more detail in Chapter 4. Each phase is a required element of the process, although they can be implemented at different levels of detail. Some phases can be divided into sub-phases if a more complex process is required, or implemented as a single phase for simple projects. The chosen level of process detail should be determined by the specific requirements of the individual project.

The level of risk management process implementation may depend on the degree of maturity of organisational risk management capability. Those organisations with broad experience of applying risk management to their business and projects are likely to be more comfortable implementing a more complex risk management process where this is required or justified, whereas organisations at lower levels of risk management maturity will typically prefer a simpler process for most projects. There is, however, an irreducible minimum process level below which risk management will be ineffective. An assessment of organisational risk management maturity may assist an organisation in understanding how to improve risk management effectiveness, and may form the basis for development of improved capability.

The simplest description of the risk management process has five phases, as shown in Figure 3.1, together with a ‘Manage Process’ activity. These can be elaborated into sub-phases as described below.

The risk management process is iterative within itself, so the output from each phase might require a previous phase to be revisited. In Figure 3.1 the thicker solid lines indicates the major iterative loop, thinner solid lines show other possible links back to earlier phases, and the dotted lines represent the requirement to manage the process at all stages.

In addition to the internal loops, the entire risk management process must be repeated throughout the project life cycle. The first iteration should be conducted at a strategic level to indicate those areas requiring further, more detailed, attention. Ideally, this would be performed prior to
project initiation, when key decisions can be informed by the outcome of the risk process. Subsequent iterations might be undertaken at key points in the project life cycle or at regular intervals, with the frequency determined by the specific requirements of the project. A different level of risk management process may be appropriate at different stages of the project life cycle.

The risk management process must be fully integrated with other project management processes. Risk information must be used to inform other parts of the project process, including project planning, estimating, resource planning, change management, quality management and stakeholder management.
Initiate

The purpose of the Initiate phase is to set the scope, objectives and context for the risk management process. This phase may be further divided into two sub-phases: Define Project, and Focus Risk Management Process:

- **Define Project** aims to ensure common understanding of the project to which the risk management process is to be applied.
- **Focus Risk Management Process** fits the details of the risk management process to the specific requirements of the project.

**Define Project**

Any project to which the risk management process is to be applied should have *well-defined objectives*. These should reflect the interests of all project stakeholders, including those commissioning the project, and should be supported by measurable criteria for success. Where there is more than one project objective, the relative importance of each should be defined.

Any project to which the risk management process is to be applied should have a *well-defined scope*. The scope definition should specify precisely what constitutes the project: what is included and excluded; by whom the project is being conducted; and how the project may relate to other projects being conducted by other parties. The scope should be defined in such terms as the products to be output from the project or the activities to be conducted, the timeframe over which the project is to be implemented and the parties whose products and activities are to be considered part of the project.

Any project to which the risk management process is to be applied should have a *well-defined strategy* and an *outline plan* for the execution of the project. Both of these should be sufficiently defined and understood to enable a risk strategy to be tailored to the specific needs of the project.

Should the project lack adequate definition of objectives, scope, strategy or plan, this shortfall needs to be rectified before the risk management process as described here can proceed effectively. Any shortfall can be addressed by applying the risk management process at a strategic level.

**Focus Risk Management Process**

The objectives of the risk management process should be well understood and documented prior to its application to a project. They should be defined with reference to the objectives of the project concerned, as well as any higher-level requirements such as strategic risk management or corporate governance processes. The defined objectives of each particular application of the risk management process should be reviewed periodically throughout implementation, and updated appropriately.
The risk management process should be applied immediately at the outset of the project (ideally before significant commitments are made) and should continue in an appropriate form throughout the project life cycle.

The project risk management strategy should also be established at the outset of the project. Due consideration should be given to the risk management objectives and policy, procedures, methods, organisation, roles and the infrastructure of staff, skills and tools. The decisions made about the risk management strategy should be adequately documented (typically as a risk management plan). Responsibility for ensuring that a project has adequate risk management measures in place, and that these are applied in practice, rests with the project manager.

The depth or level at which the risk management process should be applied at each stage of the project life cycle should be commensurate with project circumstances. The factors to be considered in determining an appropriate level of intensity should include:

- the importance of the project to the organisation conducting it
- project size or value
- project complexity
- the degree to which the project represents change
- the perceived stability of the project baseline
- the novelty of the approach that is planned
- any prior knowledge of the level of project risk faced.

These factors may change as a result of project progress, so the intensity of the risk management process should be adjusted accordingly.

The roles to be played by project team members in implementing the risk management process should be well defined, adequately tasked and the compliance of their performance assured. Part of these roles will include taking responsibility for responses to specific risk events. The aim should be to gain the commitment of the individuals concerned, while putting in place adequate control processes to assure their performance.

The project risk management process should be appropriately interfaced with any risk management process conducted by other interested parties. It should be noted that some types of project risk or risk events are more amenable to successful control through a cooperative effort. Others may be commercially sensitive or external to the project or the organisation, and therefore require different management arrangements.

For a continuing project, the risk management process should be applied on a cyclical basis, so that the assessment of project risk exposure may be kept up-to-date and the project’s response adjusted as necessary. The times at which the elements of the risk management process are applied should be determined in line with the needs of the real-time environment within which the project is to be progressed and the intensity of risk management process which the project justifies.
When an important decision has to be made with regard to a project or a prospective project (such as a bid), risk management principles should be used to establish a ‘snapshot’ of the level of project risk and its implications at that time, which may or may not lead to a cyclical process.

The risk management process should be conducted as an integral part of the project management process. This issue should be addressed at a cultural, as well as a management, level within the organisation. The organisation structure installed to support the project’s risk management process should form an integral part of the project management team, not a ‘bolt-on extra’, but with the benefit of expert support from outside the project where this may be deemed necessary.

Adequate resources should be provided for the effective practice of the risk management process, at the appropriate depth and intensity that the project justifies.

The project’s requirement for risk-related information and data should be well defined and proper arrangements made for its provision. The information and data should be adequate to fulfil the risk management principles specified, again at the intensity of the risk management process that the project justifies.

Records should be kept of a project’s use of risk management, consistent with the overall project information processes, and adequate for the purpose of implementing and managing the risk management process. The information should be recorded in a form that promotes the efficiency of the risk management process and should offer an audit trail. The records should be suitable for the purpose of the project learning from its own history. Where appropriate, records may also be kept so as to enable the lessons learned from a project to be applied to the organisation’s future projects.

Finally, proper application of a project’s nominated risk management procedures should be assured through the QA system, including provision for audit.

Identify

The purpose of the Identify phase is to enable the risk events relevant to a project to be identified as comprehensively as is possible, practical and cost-effective. The options for risk response for some risk events may also naturally be identified during this phase. If not identified now, they must clearly be identified later as part of the Plan Responses phase.

An approach should be adopted to risk identification that gives confidence in the project’s ability to compile a list of risk events which is as complete as possible, embracing all relevant types and sources of risk event. Stakeholders should be consulted, and external opinions should be sought where appropriate and practical. Relevant lessons should be learned from the risk management experience of earlier, comparable projects, to which those conducting the current project may have access.
The aim should be to elicit reasonably objective information and the method used should promote an open response from the individuals who may be approached.

After a risk event has been identified, it should be validated as far as possible in terms of both the truth of the initial information about the risk event and the accuracy of the description initially built up of the risk event’s characteristics. The amount of effort put into validation should be commensurate with the likelihood or otherwise that data gathered about the risk event may be inaccurate.

Assess

The Assess phase aims to increase the understanding of each identified risk event to a level where appropriate and effective decisions can be taken. In addition to considering individual risk events, the level of overall project risk should also be assessed. The assessment of individual risk events and of the combined effect of risks on the project may be undertaken using a qualitative and/or a quantitative approach as appropriate to the project’s circumstances. This Assess phase can involve a number of sub-phases (Structure, Ownership, Estimate, Evaluate), or can be undertaken as a single step. Details of the sub-phases are given in Chapter 4.

The information assembled about each risk event should describe all relevant characteristics, including the nature of the uncertainty faced and the nature of its (positive or negative) potential for impact on project objectives.

As far as is practical, assessments should be made of a risk event’s probability of occurrence and potential impact. Other information can be included where appropriate. The relative significance of each of the risk events identified should be assessed in terms of the level of threat posed to the achievement of the project’s objectives or the opportunity to enhance their achievement. Using a risk impact window – an indication of when the impact is likely to occur – can also help in prioritising risk events. This can be linked to the project plan, ensuring adequate time to address each risk event proactively. As well as the individual potential effect of each risk event, there may be additional effects from a combination of risk events. The combined effect of all the identified risk events should be assessed, possibly using a simulation modelling approach.

Where preliminary responses have been identified, their likely effectiveness and their cost implications should be determined. Where responses have not yet been identified, the assessment (whether qualitative or quantitative) should be regarded as preliminary and should be revisited once the Plan Responses phase has been completed (see the next section), in order to take account of agreed responses and evaluate their likely effectiveness.

The Assess phase should be viewed as giving a ‘snapshot’ of project risk exposure at a point in time, allowing for the plans made for the project, the current status of the risk events and the effectiveness of risk responses in place at that time.
This assessment should be used as an input to the decisions to be made regarding the prioritisation of risk responses. It should take due account of the timing of impacts of risk events and of any interdependencies there may be among risk events and their effects.

Plan Responses

The Plan Responses phase exists to determine appropriate responses to individual risk events and to ensure that the assessment of the level of overall project risk is used to set or modify project strategy. These two aims can be addressed through two sub-phases, Plan Risk Event Responses and Plan Project Risk Responses, or they may be addressed together.

Plan Responses will result in an iteration of the risk management process. Plan Risk Event Responses feeds back to the Identify and Assess phases, since acting on risk responses will affect identified risk events and may result in emergent risk events as well as secondary risk events. Plan Project Risk Responses feeds back to the Initiate phase, as the level of overall project risk may require changes to the project strategy or to the whole risk management process.

\textit{Plan Risk Event Responses}

Risk responses to identified individual risk events should be developed and implemented as appropriate, justifiable and practical. The aim is to avoid or minimise threats, and to exploit or maximise opportunities, in order to optimise the likelihood of achieving project objectives.

This sub-phase should start by considering any preliminary responses already identified during the Identify phase; these responses should now be re-evaluated and new responses identified if they are no longer appropriate. All other risk events for which responses have not previously been identified must be reviewed during this phase, and appropriate responses developed.

There is typically a trade-off between the resources committed to risk responses and the effect on achieving the project objectives. Risk response action should be taken only when the project manager is convinced that the response is efficient in terms of the expected gain in achievement of the project objectives. Where practical, sensitivity analysis and/or trade-off studies should be applied in making decisions about risk responses. In determining whether a response is justified, the project manager should take into account:

- the relative importance of the various project objectives
- the significance of the risk event concerned, relative to the project objectives
- the potential effectiveness of the response in addressing the risk event and hence in enabling achievement of the project objectives
- the likely effect on project timescale, budget and performance
the expected cost of taking the action (including opportunity cost), compared with possible later costs if the action were not taken and the risk event occurs (if a threat) or is missed (if an opportunity)

- the possibility of introducing secondary risk events into the project as a result of implementing the response action

- the availability of resources for risk response action.

Where risk response development includes fallback planning, there should be well-defined trigger conditions for taking action. To ensure that it is apparent when the trigger conditions occur, it is essential to have an effective process for monitoring project progress.

Having developed appropriate responses, the risk management process should iterate back to the Assess phase to reassess the risk events in the light of agreed responses.

Project plans should include a level of contingency commensurate with the scale of overall project risk faced and to the level required for an acceptable probability of project success (or confidence level).

*Plan Project Risk Responses*

This sub-phase uses the insights provided by earlier phases to improve project implementation. This will include taking account of overall project risk in project planning and risk management planning.

Plan Project Risk Responses iterates back to the Initiate phase of the risk management process, as well as affecting overall project strategy. The first iteration of the risk management process is likely to be at a strategic high level, and the results from this must be used to inform the ongoing conduct of the project and later iterations of its risk management process.

The key principle is the need to use a reasonably strategic level of planning to manage project risk effectively and efficiently early in the project, developing the detail necessary to implement the project based on the first pass through the risk management process. Separating Plan Project Risk Responses in this way saves unnecessary detailed planning time and effort for the project and avoids the severe limitations which arise if risk management is attempted at a detailed tactical level without prior strategic analysis. This is critical for all projects, regardless of size or complexity. The key deliverable is an effective project plan which incorporates the results from earlier risk management phases.

*Implement Responses*

The Implement Responses phase ensures that effective actions are taken based on the decisions made during the Plan Responses phase. This includes both actions to implement risk responses targeting individual risk events and actions affecting the overall strategic planning and direction of the project based on assessment of project risk.
Responsibilities for implementing the planned risk responses should be well defined and unambiguously allocated to nominated individuals. Responses should be verifiable and response owners should be accountable for the outcome. Individuals charged with executing risk responses for specific risk events should be empowered with appropriate information, authority and resources – in the same way as for other project management tasks.

The developing circumstances of each risk event should be monitored so that the risk response and/or contingency may be adjusted or acted on appropriately. This should involve re-applying the approach described in the earlier phases to the situation as it changes. Well-defined close-out criteria should be established to determine at which point each risk event can be removed from the attention of the risk management process.

Project stakeholders should be provided with current and accurate risk information at a level and frequency appropriate to their interests and needs. For example, risk response owners should receive detailed information on the specific risk events for which they are required to take action; the project manager needs information on all risk events facing the project, including priorities, resource implications, timing and so on; and those responsible for making decisions about the project’s strategic direction should receive information about the level of overall project risk to enable strategic decision-making. Risk information should be provided in a range of risk reports, covering such aspects as the nature of the individual risk events, the combined effect of their impact on project objectives, priorities for risk reduction, the status of risk reduction and contingency provision. The project strategy and plan should be evolved in line with the decisions made about risk responses and with changes in overall project risk.

The Implement Responses phase should also address the effectiveness of the risk management process, determining whether it fulfils the scope and objectives set during the Initiate phase. Process modifications should be made where necessary, and documented in the risk management plan.

Manage Process

The Manage Process activity exists to ensure that the risk management process remains effective in addressing identified risk events and project risk. It takes input from each phase of the risk management process and reviews the approach adopted for each phase, as well as for the process as a whole. This activity covers every aspect of implementing the risk management process, including tools and techniques, intensity of implementation, roles and responsibilities, communication and reporting requirements and so on. It also covers the integration of the risk management process with other project management and business processes.

This activity is the responsibility of the project manager, who must ensure that the risk management process, as applied to the project, is fully effective at all times in addressing the level of risk faced by the project, both in terms
of individual identified risk events and the overall level of project risk. Effectiveness is defined in terms of resource usage, extent to which the process is proactive rather than reactive, timeliness of responses and so on.

The Manage Process activity might be performed through formal and regular risk management process reviews, or may be conducted informally throughout the project.

CONCLUSION

This chapter has introduced the key principles of risk management which are further developed in the remainder of the PRAM Guide, including definition of the key terms ‘risk event’ and ‘project risk’, and an outline of the recommended risk management process. Chapter 4 provides a fuller description of the risk management process and indicates how it might be applied at both strategic and tactical levels within a project.
This chapter explains why a risk management process is important, the main features of the PRAM 1997 process and some key developments and changes for the PRAM 2004 process.

INTRODUCTION

In this chapter we will describe the PRAM process in generic terms, using the phase and sub-phase structure provided in Chapter 3 and summarised in Figure 4.1.

A process is a road map for formalising planning. Metaphorically speaking, a good generic process is a set of maps covering all possible journeys, with guidance on how to select the map and then the route appropriate for a particular trip. Good maps, and the ability to use them effectively, are vital in unknown territory, and they remain useful until the territory involved is understood in the same way by everyone concerned with planning a journey.

Table 4.1 shows how PRAM 2004 has improved on, and developed from, PRAM 1997. Some of the points in the table may seem complicated to first-time users of project risk management processes. However, a key feature of PRAM 2004 is that it facilitates movement from a simple starting position and process to the most effective best-practice processes. It is important to understand, at least in outline, what best practice looks like before introducing project risk management or improving existing practices. The process itself must facilitate learning, moving from current practice towards better practice, which PRAM 2004 is designed to do in a more focused way than PRAM 1997.

A HYPOTHETICAL SITUATION FOR INITIAL DISCUSSION

As Chapter 3 indicated, it is important to initiate a project risk management process as early as possible in the project life cycle and apply the process regularly as the project evolves, adjusting it to suit the project’s life-cycle
position at each application. To describe the process in any detail there needs to be clarity as to which stage is being discussed. For present purposes a five-stage project life cycle, as detailed in section 5 of BS 6079–1, will be used:

1. **Conception** – covering the period from the emergence of an idea for a project to an initial formal statement of a user’s or sponsor’s needs
2. **Feasibility** – establishing both the technical and commercial viability of the project
3. **Implementation** – undertaking the project
4. **Operation** – using deliverables from the project for their intended purposes
5. **Termination** – closing down the project.

Organisations commonly introduce a project risk management process towards the end of the feasibility stage, and this is also the easiest point at which to explain what is involved. Hence, it is assumed that the project is approaching the end of the feasibility stage, with well developed strategic plans, and is about to seek sanction to proceed.

Two other issues are best dealt with by assuming a particular situation. First, the extent and the nature of previous applications of risk management processes should influence subsequent applications. Second, a contractor can
<table>
<thead>
<tr>
<th>Phase</th>
<th>PRAM 1997</th>
<th>PRAM 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiate phase</td>
<td>Most project risk management processes have an Initiate phase, that part of the process concerned with getting started. A unique feature of the PRAM Initiate phase is the guidance provided (in the Focus sub-phase) on how to adapt the generic process to the project of immediate concern, choosing the best map for the purpose in hand and reading it effectively.</td>
<td>This linkage has been further developed in this edition, by adopting a second definition of risk (‘project risk’ as well as ‘risk events’), which facilitates a search for ‘best’ approaches to a project, as distinct from just ‘good enough’.</td>
</tr>
<tr>
<td>Identify phase</td>
<td>Most risk management processes start the analysis proper with an Identify phase, concerned with identification of sources of uncertainty that threats. Some also consider opportunities. A key feature of PRAM is the effective linkage of threats and opportunities to responses specific to particular issues plus ‘general’ responses which deal with sets of issues and build in the flexibility to deal with unanticipated threats and opportunities.</td>
<td>This linkage has been further developed in this edition, by adopting a second definition of risk (‘project risk’ as well as ‘risk events’), which facilitates a search for ‘best’ approaches to a project, as distinct from just ‘good enough’.</td>
</tr>
<tr>
<td>Assess phase</td>
<td>Most approaches to project risk management have an Assess phase involving qualitative (PI matrix) and quantitative (probabilistic) estimation. PRAM does this in a way which allows the overall process shape to reflect a focus on either a qualitative or quantitative estimation, or an intermediate position. In particular, if the focus is entry-level analysis based on a PI approach, it is natural and normal to consider response generation after an Assess phase, but if the focus is effective probabilistic analysis, the sequence has to be reversed. In the context of an iterative process the sequence matters less, but it still matters.</td>
<td>A key feature of PRAM is its iterative nature. One-pass processes are inherently inefficient, because some issues receive too much attention, and others not enough. The aim of an iterative process is to apply 80 per cent of time to the 20 per cent of the issues that matter most. The feedback loop structure discussion in this edition has been further developed to clarify what is involved.</td>
</tr>
<tr>
<td>Plan phase</td>
<td>This is concerned with detailed planning for implementation after initial use of the PRAM process at a strategic planning level.</td>
<td>This edition gives separate consideration to these two very different planning issues within the Plan phase, emphasising the difference between specific and general response planning and thus dealing with specific risk events and overall project risk.</td>
</tr>
<tr>
<td>Manage phase</td>
<td>This is concerned with managing both risk in the project and the risk process itself.</td>
<td>This edition considers these different aspects of management by specifying a Manage Process activity to embody the management of the process and an Implement Responses phase to emphasise the need to ensure that the planned responses are carried out.</td>
</tr>
</tbody>
</table>
avoid accepting risk events in the first place, or pass them on to subcontractors. A client may wish to pass risk events on, but a client ultimately owns all risk not transferred effectively, and client versions of risk management must reflect this position. In this chapter, the client perspective has been taken.

The iterative (multiple-pass looping) structure of risk management processes can either be complex and potentially confusing or simplistic and ineffective. Figure 4.2 illustrates this iterative structure by way of a Gantt chart, and, in practice, it can be very useful to plan a project risk management process in this manner. However, it would not normally be worth showing the detail associated with the second and third complete cycles.

There is nothing magic about using three iterations, but three is a reasonable target. One is invariably too few; five is usually too many. A useful related rule of thumb is to try to finish the first iteration in about 20 per cent of the time available. This is a version of the 80:20 rule – try to spend about 80 per cent of your time on the 20 per cent that matters most. The proportion might vary depending on the context.

In Figure 4.2 strategic-level risk management refers to that period during which the activities of the Conception and Feasibility stages of the five-stage project life cycle of BS 6079–1 would typically be undertaken. Tactical-level risk management covers the remaining stages.

AN EXAMPLE: FIRST COMPLETE CYCLE OF STRATEGIC-LEVEL RISK MANAGEMENT

Initiate

A first pass through the Initiate–Define Project sub-phase should be as complete as possible. The purpose of this sub-phase is to consolidate relevant information about the project in a form suitable as a basis for risk management at this stage in the project life cycle, filling in any gaps that are revealed. All the analysis that follows is built on the foundation provided by this sub-phase, and it is obviously best if this is as sound as possible. However, some gaps and inconsistencies will usually be identified that cannot be resolved immediately, and these will need to be worked round in the meantime.

It can be useful to approach this sub-phase in terms of seeking answers to seven questions about the project:

1. Who are the parties involved? (parties)
2. What do the parties involved want to achieve? (objectives)
3. What is it that the parties are interested in? (design)
4. How is it to be done? (activities)
5. What resources are required? (resources)
6. When does it have to be done? (timetable)
7. What does the rest of the project life cycle look like? (life cycle)
Figure 4.2 An example of the risk management focus over time (timescale: days, weeks, months depending on nature of project)
If an organisation has a low level of maturity in terms of project risk management, it may be inclined to focus on activities as the key source of risk. But it is important to appreciate that a failure on the part of the project owner to articulate objectives clearly is a major source of risk, as is a failure to align objectives for all the key parties, to link these objectives to a well-defined strategy, and to link this strategy to strategic plans in terms of cash flow, design, activity and resource requirements. Each party is likely to have multiple objectives – the classic cost–time–quality triad for example – and appropriate trade-offs need to be understood. For instance, if a risk event occurs that results in delay, the choice may be between buying the lost time or lowering quality expectations. The decision made will depend on the client’s view of appropriate trade-offs, as well as on the implications of the available response options.

The target deliverable is a clear, unambiguous, shared understanding of all key aspects of the project within an appropriate scope of analysis that is documented, verified and reported. This target may not be reached on the first pass, but what is achieved on each subsequent pass must be ‘fit for purpose’ in terms of the rest of that pass.

A first pass through the **Initiate–Focus Risk Management Process** sub-phase can take place in parallel with the Define Project sub-phase first pass, as indicated in Figure 4.2. The purpose of this sub-phase is to prepare strategic plans and detailed tactical plans for the project risk management process, shaping generic best practice to the needs of this particular application. Such plans should be as complete as possible before the rest of the first pass gets underway, but ongoing development and revisions as the first pass continues should be anticipated, as indicated by the lower-level activity (lighter shading) in Figure 4.2. Prior to exploring the risk associated with a particular project there is usually uncertainty about the nature and severity of that risk.

It can be useful to view the project risk management process as a whole, as a programme (portfolio of related projects), and all sub-phases as projects within the programme portrayed by Figure 4.2. Hence, best-practice project management, including project risk management, applies to the higher-order ‘planning the planning’ involved here. For example, if the project risk management process is being carried out by the client’s team, questions which need to be answered include:

- What does the client want to achieve via the project risk management process?
- Will the selected project risk management process design deliver what is wanted?
- What resources are required for the project risk management process?
- When is delivery of results required?

The deliverable for this sub-phase phase is a clear, unambiguous, shared understanding of all relevant key aspects of the project risk management process, documented, verified and reported. All these key aspects must be fit for purpose in relation to each pass.
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Identify

A first pass through the Identify phase might involve identifying key risk events and obvious associated responses. Both threats and opportunities are relevant. A simple residual risk event with a label like ‘normal productivity variations’ is useful as a collection device for risk events that are not worth separate, exhaustive identification, and will ensure that nothing is left out. For some activities, this residual category may be all that is needed, with some illustrative examples. In terms of time risk this amounts to assuming that a basic PERT (program evaluation and review technique) model may be appropriate, given examples of relevant risk events. The activity structure from the Define Project sub-phase should be used to identify risk events, one activity at a time, with the other six questions addressed in the Initiate–Define Project sub-phase providing a structure for further identification. In other words, design components and their integration are sources of risk events, as are resource issues, contracting issues and so on. At least one response needs to be identified for each risk event to consider the impact later in this cycle, but a positive decision to ‘do nothing for now’ may be appropriate for most risk events on the first pass of risk identification. A first pass at compiling the risk log or register is the output of this phase, with a start on associated response analysis.

Assess

A first pass through the Assess–Structure sub-phase might involve testing the structure used so far for robustness and a sensible level of detail. For example, are two risk events so closely related in terms of the same response that treating them as a single risk would be satisfactory? Or does one risk event actually involve two quite different sets of possible issues which implies that it might more usefully be treated as two separate risk events?

A first pass through the Assess–Ownership sub-phase is usefully focused on being clear, in strategic terms, which risks the client proposes to own and manage and which risks contractors are expected to own and manage. This may be a matter of corporate policy for all projects, but some organisations may consider it on a project-by-project basis, and special cases may be specific to particular aspects of projects in organisations with a mature risk management culture.

A first pass through the Assess–Estimate sub-phase must address each of the risk events identified earlier. The first issue is whether the risk event in question can be usefully directly associated with a quantifying process, or whether it is better handled as an assumption or condition, which may need some form of collective sizing later. For example, if the project is building housing to let, ‘ground conditions better or worse than expected’ may be an opportunity and threat worth quantifying, but ‘major archaeology find’, whose effects would be catastrophic and difficult to define, may be a risk event best identified and managed without attempting measurement if it is
deemed very unlikely. In general it is not useful to attempt quantification of ‘force majeure’ risks of this kind for project duration planning purposes, but they must not be overlooked in business case assessments. For those risk events worth quantifying, several alternative approaches are commonly recognised.

One approach is direct quantification using probability distribution shapes assumed appropriate to the context, like a Beta distribution approximation for activity durations as advocated for the original PERT models, or a negative exponential distribution for the interval between random failures. It is illustrated in the Appendix in Figure A.11.

A second approach is based on probability-impact (P-I) matrices. This approach is often deemed useful when good data is not available, objective probabilities are not feasible, and it is thought more appropriate in such cases to decide whether a risk event has a high, medium or low probability and a high, medium or low impact. A tick in a box in a P-I matrix provides this classification. The boundaries of the boxes can be simply defined – for example, ‘medium probability’ means 0.2 to 0.8 and ‘medium impact’ means £10 000 to £100 000. Sometimes a risk index (P-I score) is used – a single parameter metric for risk based on an assessment of the probability and impact of the risk. This approach is described in the Appendix at A2.3 under the heading, probability-impact scores.

A third approach is a ‘minimalist’ quantitative approach. In effect, subjective probabilities are embraced directly from a decision analysis perspective. In the P-I matrix example above, the probability could be assumed to be uniformly distributed between 0.2 and 0.8, and the impact could be assumed to be uniformly distributed between £10 000 and £100 000. However, each risk event can have such a P-I matrix box defined for it, in terms of a minimum and maximum plausible probability and impact. There is no need for a common box structure, but more importantly, there is also no need for a single parameter risk measure which fails to discriminate between expected outcomes and project risk. This approach is discussed in the Appendix at A3.2.

The first pass through the Assess–Evaluate sub-phase is about combining the uncertainty associated with individual risk events and deciding what to do about the implications. It is about helping us to make choices with respect to both managing project risk and the risk management process. It is important to do this a little at a time, in order to understand the relative importance of each contribution to overall uncertainty and project risk, how different sources of uncertainty fit together, and the role of statistical dependence. How the mechanics of the combination procedure works will depend on the approach adopted in the Identify-Estimate sub-phase. Whichever approach is used, a structuring of the combination sequence to reflect categories of risk and dependence structures is important. To continue our housing project example, all the groundwork and foundation risk events might be grouped together, as might the structure fabrication risk events and so on, with separate groups related to revenue issues (occupancy rates and rent levels), planning issues and the like.
Direct quantitative approaches have well-established procedures to combine probability distributions, usually based on Monte Carlo sampling methods (see the Appendix at A3.3). If these methods are used, diagrams like Figure 4.3 can be used to depict the size of each contribution relative to the overall result, as a basis for understanding what matters and associated process choices.

In Figure 4.3 the impact of six issues have been modelled. Each issue has produced its own probability curve which are combined to give a cumulative effect – that is, curve 3 shows the result of issues 1+2+3. Issue 5 has the greatest impact on the project, indicated by the widest gap between the curves, and issue 3 the least. This means that using the Estimate–Evaluate sub-loop to refine the estimation of issue 5, and then revisiting all aspects of its management via a complete Define Project–Evaluate loop, would seem to be time well spent. It also means that further effort expended on issue 3 would be a low priority. Figure 4.3 demonstrates how useful Monte Carlo sampling methods can be when the results are displayed in a format that

**Figure 4.3** Initial-level output for an offshore project
maximises the insight provided. The downside is the large amount of data that is required to build the model and the time taken for the analysis. Some people find approaches based on P-I matrices easier to use during the estimate phase, but they do not lend themselves to effective evaluation of project risk, either at an overall or intermediate level. The single-parameter risk index approach loses track of expected outcomes and project risk. Some users of P-I matrices focus on individual risk events on a first pass, omitting the first-pass Assess–Estimate sub-phase. Those who focus on risk events on the first pass are usually happy with a P-I matrix representation, but those who focus on project risk require a probabilistic approach.

A minimalist approach combines the relative simplicity of a box in a P-I matrix framework specific to each risk with a traditional probabilistic combination which estimates both expected values and associated contributions to project risk. This minimalist approach is designed for the use of an Evaluate–Estimate sub-loop (refer to Figure 4.2), and can be used to refine estimates for risk events which seem to matter (obtaining data to confirm their size, for example), before a loop back to the Define Project phase for a second pass. Most experienced users of any probabilistic approach make selective use of an Evaluate–Estimate sub-loop in this way, avoiding collecting data when this would be expensive until it is clear that the data will be useful.

Whichever approach is adopted, the second pass through the risk management process as a whole will be shaped by the insight gained by the end of the first pass, and the Assess–Evaluate sub-phase is central to this shaping of further passes as well as to understanding project risk. A second pass will be necessary unless a first pass provides a convincing case for no further effort.

Plan Responses

Some people associate a first pass through the Plan Responses phase with the response planning aspects of all earlier sub-phases, there being no need for a separate Plan Responses phase per se. Alternatively, this phase can be seen as a separate set of tasks, such as the clarification of trigger conditions for implementing contingency responses. This Guide includes a Plan Responses phase which is divided into Plan Risk Event Responses and Plan Project Risk Responses sub-phases.

The focus of the Plan Risk Event Responses sub-phase is ‘specific responses’ associated with individual risk events. Looking for these responses can begin as early as the Identify phase, but it must begin no later than the end of the first cycle through the Assess–Evaluate sub-phase, the starting point shown on Figure 4.2.

The focus of the Plan Project Risk Responses sub-phase is project risk associated with the joint effect of specific responses plus ‘general responses’ associated with the collective management of overall risk. For example, it may be feasible to double- or triple-shift an activity in order to overcome the accumulated delays of earlier activities. A good general rule is to have at least one powerful general response available. Figure 4.2 shows the Plan
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Project Risk Responses sub-phase starting at the end of the first sub-cycle through the Estimate–Evaluate sub-loop. This is the earliest point at which it is likely to receive attention. A systematic search for specific responses which can be treated as general responses and a follow-on search for other general responses as part of the second pass through the Assess–Structure phase is an effective point at which to start the Plan Project Risk Responses sub-phase.

The integration of both sub-phases of the first pass of the Plan Responses phase with earlier sub-phases is a matter of degree; what matters most is what gets done, rather than the sub-phase it is assigned to.

AN EXAMPLE: SECOND COMPLETE CYCLE OF STRATEGIC-LEVEL RISK MANAGEMENT

Initiate

A second pass through the Initiate–Define Project sub-phase will usually involve adjustments to basic project definition framing assumptions because of surprises revealed by the first pass. For example, the first-pass analysis may suggest an important design change because a construction risk event is best dealt with in this way, and thinking in these terms may suggest further opportunities associated with integrated design–construct issues not considered earlier.

A second pass through the Initiate–Focus Risk Management Process sub-phase will usually involve adjustments to the risk management plan because of surprises revealed by the first pass. For example, the first pass may suggest much more (or less) effort will be appropriate than that anticipated earlier. Project risk management processes are themselves high-risk projects which require responsive and flexible management.

Even if there are no significant surprises on the first pass, the objectives of the second pass may be quite different, requiring process changes. For example, the first pass may be largely about quantifying uncertainty – that is, to see if it matters and, if it matters, where it is most important. The second pass may be about careful response planning – that is, testing and choosing response strategies – in those areas which seem to matter most. Mature users will blur the distinction between the first and second passes to some extent. However, if an organisation and the individuals involved are not very experienced in risk management processes, clear changes in focus are useful.

The Identify phase

The Identify phase on the second pass might focus on a rich set of alternative responses for key risks not addressed by changes in Initiate–Define Project assumptions.
The **Assess–Structure** sub-phase on the second pass should continue the robust testing of earlier structuring decisions, but a richer set of tasks becomes relevant. For example, it is important to find out whether any of the specific responses already generated for particular risk events can deal with sets of risk events, making them general responses, and more powerful, as indicated earlier. At this point, a wider search for general responses may also be useful. Such responses might include starting a project three months earlier than planned to deal with any combination of risk events, including risk events which have not been identified, and so building in flexibility. It may also be a good idea to order the risks – for example, to reflect the sequence in which they may occur. And it will also be important to order responses in terms of preference.

The second-pass **Assess–Ownership** sub-phase for a project involving a number of subcontractors might look at the risk and response structure developed so far in order to define those parcels of work to be bid as packages. The aim here should be to avoid managing responses to contractor A’s problem via contractor B, because of the obvious problems and costs associated with managing risks across contractual boundaries.

Whichever approach was taken on the first-pass estimation, the second-pass **Assess–Estimate** sub-phase involves traditional probabilistic models. Some argue that the additional effort required to transform a PIM-based first pass to a probabilistic second pass is a barrier to the multiple pass approaches which are needed, but this remains an unresolved point of contention, and organisations will need to make a careful evaluation of this issue.

On the second pass and subsequent passes there is general agreement that a probabilistic quantitative approach to quantifying risk events and evaluating alternative responses is essential. The Assess–Evaluate sub-phase of earlier passes will identify aspects of the project that are particularly uncertain. The Assess–Estimate phase of later passes may try to reduce this uncertainty by searching for appropriate data or using more sophisticated estimation techniques. However, the key to effective response planning is managing the risk. If risk can be contained, measuring it accurately may not matter, and ‘show stoppers’ clearly need managing, not measuring.

The second-pass **Assess–Evaluate** sub-phase can use diagrams like that shown in Figure 4.3 to manage further passes by highlighting where a deeper understanding of the causal structure of risk events would be useful. However, the focus can shift to the use of diagrams like that shown in Figure 4.4 to help make choices between alternative response assumptions.

If cost is the objective of interest (other objectives being assumed to be unaffected for the moment) a diagram like Figure 4.4 is a useful way of clarifying the basis for recommended response management choices. Choice A is said to be ‘risk-efficient’, in the sense that it dominates choices B and C, because its curve is entirely to the left of the curves for B and C. Choice A involves a lower expected cost – that is, lower than our best measure of
what should happen on average. Choice A also involves less project risk, in that it has a lower probability of exceeding any given cost. Variability of cost, in itself, is not a direct measure of risk, because expected outcomes are relevant, but the dominance of B and C by A is clear. If choice A is not available, B involves less expected cost, but more risk, than C, and is the best choice depending on the organisation’s ability to take risk on specific decisions or projects and average out the variations over the long haul. Taking more risk on individual decisions can result in more return/less long-haul risk, an issue involving a corporate view of risk efficiency as well as a project view.

If multiple attributes are involved (like time, cost and ‘quality’), diagrams in the Figure 4.4 format remain the easiest framework for making response management choices. However, two or more diagrams for each choice will be required – one for each attribute.

Plan Responses

At the second pass the Plan Responses phase is best considered as being largely integrated with all the preceding sub-phases, as implied by Figure 4.2. For example, the question of trigger conditions associated with the cost-effective use of both specific and general responses will require careful
attention to the impact of design changes and other Initiate–Define Project assumptions as well as Identification, Structure and Ownership sub-phase issues. However, it is important to ensure that all aspects of response planning relevant to this pass are complete before using the Assess–Evaluate sub-phase results to plan a further iteration if necessary. Ensuring that this is indeed the case is a useful role for this phase, as assumed here.

AN EXAMPLE: THIRD COMPLETE CYCLE OF STRATEGIC-LEVEL RISK MANAGEMENT

Initiate

A third pass through the **Initiate–Define Project** sub-phase may involve extensive and fundamental revisions if the second-pass Assess–Evaluate phase reveals problems that have not been resolved by response planning during the second pass. For example, a design may have to be revisited because the cost, as now understood, is far too high or original quality objectives may need to be fundamentally revised for similar reasons. If this is the case, more than three iterations through the whole process might be anticipated. On the other hand, it may have become clear after the second pass that relatively straightforward adjustments to Initiate–Define Project assumptions will suffice, as assumed here.

A third pass through the **Initiate–Focus Risk Management Process** sub-phase may also involve extensive and fundamental revisions if the second pass has revealed significant unresolved problems. On the other hand, it may be clear that relatively modest changes in process for the third pass, anticipated earlier, are all that is required, as assumed here.

Identify

The third-pass **Identify** phase might involve a search for previously overlooked key ‘secondary’ risks and responses – risk events associated with responses that are being relied on to deal with risk. For example, if a contracted resource becomes unavailable, and the response depends on contracting an alternative, will one be available? The target deliverable for this sub-phase is the identification of all key risk events – both threats and opportunities – and all relevant responses, classified, characterised, verified and reported.

Assess

The **Assess–Structure** sub-phase on the third pass might continue with general testing, for robustness, but also move on to the use of risk and response diagrams to help explain to users of the risk analysis process results how responses are ordered, how secondary risks trigger secondary responses, and how the specific and general response distinction operates. Such diagrams are summary decision trees, with decisions linked to risk
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events and response choices (See Appendix A.3.5). The target deliverable for this sub-phase is a clear understanding of the implications of any important simplifying assumptions about relationships between risk events, responses and base plans.

The Assess–Ownership sub-phase on the third pass – assuming it is a final pass – should allocate named individuals to the management of risk events and ensure that the associated financial implications have clearly defined owners. The target deliverable for this sub-phase is clear financial and managerial ownership allocations, effectively and efficiently defined, and legally enforceable in practice where appropriate.

The third-pass Assess–Estimate sub-phase might refine the shape of all probability distributions to ensure that any crude approximations used earlier do not attract unwarranted attention, in addition to making substantive final refinements. Where it is now clear that uncertainty about probabilities is important, data acquisition might prove useful to verify subjective judgements used earlier. This sub-phase builds on all earlier sub-phases to provide a basis for understanding what matters most, for making choices, and for predicting associated outcomes in terms of expected values and associated project risk.

The third-pass Assess–Evaluate sub-phase might ensure that diagrams of the form of Figure 4.3 build up to a final overall cost level in a way that can be presented top-down to explain what is driving project risk in cost terms, with similar diagram structures for time and key quality measures. It might also ensure that key project decision choices and recommendations can be explained in terms of diagrams in the Figure 4.4 format. If this is the final pass at the Assess–Evaluate phase for this risk management cycle, this sub-phase must provide a basis for seeking approval to proceed to the implementation phase of the project life cycle and begin detailed planning for project execution. This sub-phase should bring together the information accumulated by all previous sub-phases in order to provide a diagnosis of important risk and responses to it and to make a case for the proposed base plans and contingency plans.

Plan Responses

The third pass of the Plan Responses phase must be integrated with all earlier third-pass sub-phases, but ensuring the delivery of everything needed to gain approval for strategic-level base plans and associated contingency plans can be a useful focus for this sub-phase if seeking approval is to follow, as assumed here.

PLANNED ITERATIONS AND UNPLANNED ITERATIONS

The three strategic-level risk management cycles assumed for Figure 4.2 illustrate planned iterations. The discussion that followed should make it clear that they are planned because, when the project risk management
process starts, there is limited information about what is important so that time cannot be effectively allocated to a simplistic one-pass (linear) approach. An approach involving planned iterations is essential if time is to be used effectively and efficiently.

In practice, however, unplanned iterations will need to be undertaken. Hence, a degree of reactive risk management is required, as well as proactive risk management. A reasonable professional judgement can be made to resolve the difficulties uncovered on the first pass with a set of responses developed on the second pass, but this judgement may prove incorrect. If the third pass has to start by redefining the project in significant ways, three passes may not be enough.

THE IMPLEMENT RESPONSES PHASE

There is no point in running all the earlier phases in the risk management process if the planned responses are not implemented. In the context of strategic-level project risk management the Implement Responses phase focuses on ensuring that strategic plans are changed to reflect all earlier risk management, and this is fully reflected in any related project-sanction process and associated arrangements. Later, if detailed plans are being implemented, the Implement Responses phase may involve ensuring that those responsible for specific responses do what is required.

Figure 4.2 shows the Implement Responses phase starting at the end of the first complete cycle, getting on with changes to strategic plans and associated arrangements as soon as possible once it is clear what has to be done and appropriate approvals are in place.

THE MANAGE PROCESS ACTIVITY

The risk management process itself needs to be managed and also integrated into the wider project management process. This involves monitoring progress, control in the sense of contingency plan implementation, control in the sense of looping back to the Initiate–Define Project sub-phase at strategic or detailed tactical plan levels, and rolling forward the detailed plans produced in the Plan Responses phase. Crisis management, which may involve revisions to strategic-level plans, is rarely eliminated, and it is prudent to make provision for it, but a risk management process should deliver a cost-effective balance between proactive and reactive risk management.

FOLLOW-ON DETAILED PLANNING AND ONGOING RISK MANAGEMENT

For strategic-level risk management purposes, most organisations find it useful to have 5–50 activities, depending on the complexity of the project
and the contractual structure. For detailed tactical planning purposes, 50–5000 activities may be appropriate, to clarify who is doing what and when at a level of detail essential to implement a project. The number of activities will vary according to the kinds of project being dealt with. The key point, which applies equally to all organisations, is the scale change involved. Figure 4.2 is restricted to strategic-level planning, but a follow-on detailed planning process is usually essential.

In the simplest case, detailed planning within the sanctioned strategic plan is deterministic: the implementation stage of the project life cycle begins with a deterministic detailed planning process which makes full use of earlier risk management process outputs without any need for further formal risk analysis.

Usually, it is useful to refine some aspects of the detailed tactical plans necessary to implement a project through a further application of the risk management process. This can be envisaged as going back to the Initiate–Define Project sub-phase to redefine the project at a detailed planning level, then using the Initiate–Focus Risk Management Process sub-phase to adjust the process to the resulting detailed plans, and then carrying on with further iterations of this redefined risk management process. However, it is very important to see this revised process as being integrated with detailed planning in the implementation stage of the project life cycle, and not as part of the earlier pre-sanction strategic-level iteration structure. Looping back to redefine the strategic plan after approval for the plan is obtained, because ‘the devil was in the detail’, is an unplanned and highly undesirable outcome.

Detailed tactical-level plans need not be prepared for the whole duration of the project at this point. It is important to choose planning horizons for detailed plans which cope with all necessary lead time issues, but avoid detailed planning which will probably prove redundant. For example, in a five-year project, detailed plans for the use of critical resources may need a one-year planning horizon, but non-critical resources may need much less. Effective use of a risk management process can release time previously used for long-term detailed planning and make better use of it for risk management.

Ongoing use of the risk management process for project risk management once ‘the planning is over and action begins’ is a very important part of managing a project. The boundary is never clear, and planning never ends, but the Initiate-Focus Risk Management Process sub-phase and the Manage Process activity must reflect the impact of the changes in life cycle stage as project implementation progresses.

### INITIAL USE OF RISK MANAGEMENT EARLIER OR LATER IN THE PROJECT LIFE CYCLE

If a risk management process is introduced in the conception stage, with a complete risk management cycle as portrayed by the whole of Figure 4.2 towards the end of this stage, managing the process will be more difficult
because a clear design and activity structure at a strategic level will not yet exist. But, properly done, it will be more effective, because early misconceptions can be revealed and corrected before design and activity based plans are based on them. In these circumstances the nature of the process should be very different. The focus will be on the business case, and assumptions about revenue and contractual strategies may be central. Early use of sensitivity analysis, rather than probabilistic analysis, is often effective. It may also be useful to use aspects of other processes which address business case issues directly, such as Risk Analysis and Management for Projects (RAMP).

If a risk management process is introduced during the conception stage, with a second complete risk management cycle towards the end of the feasibility stage, the second cycle can build on the first, with a focus on strategic design choices and strategic planning in terms of activity-based plans. This is the recommended approach as, in this way, subsequent complete risk management cycles in later stages can continue to build on firm foundations.

If a risk management process is introduced for the first time in the implementation stage, after detailed planning has taken place, it will be very difficult to influence any strategic decisions. Furthermore, starting to use a risk management process in a project that is already being executed and in trouble is a very high-risk operation that is best avoided unless the analysts have sufficient experience to cope and high-level champions are available to ensure that appropriate corrective actions are taken.

MATUREITY

The maturity of an organisation’s project risk management processes is a function of its experience and the extent to which it has improved its capability via that experience and other learning processes. In this sense, maturity will influence important process choices within the overall risk management process. For example, organisations with a long history of effective and efficient use of project risk management usually employ probabilistic modelling as a central part of their process, but organisations lacking this facility often find it very difficult to get beyond P-I matrices. This makes it inherently difficult for them not only to make risk-efficient choices in an effective manner, but also to manage expectations in terms of the difference between expected outcomes, associated targets and commitments, and the provisions and contingencies which link these three values.

Organisations which adopt any project risk management approach should think explicitly and carefully about developing their maturity. Some guidelines are provided in Chapter 8 under ‘Risk Maturity Models’, but two issues need emphasis here.

First, it is important to see all applications of risk management as a learning process. That is, some of the effort expended is to plan the project in hand, but some of it is aimed at improving the organisation’s planning capability for all future projects. If no investment is made in future capability, no
progress will be made. This is particularly obvious when organisations first introduce formal project risk management processes. If they choose a trial project which is well planned to date, with some interesting high-profile decisions to make, and analyse it carefully and comprehensively, with external expert advice on process issues, they can understand where complexity is effective for providing insight and where simplification would be a better option. They can then test the effectiveness of shortcuts and more sophisticated approaches on subsequent trial projects and quickly evolve an effective and efficient approach to all projects of a given type which they have experienced. This is the recommended approach to introducing risk management for organisations with limited experience of effective and efficient formal project risk management processes. On the other hand, if an organisation chooses a trial project which is in trouble, perhaps introducing a formal risk management process for the first time as a quick fix because a bank or a regulator has required it, without advice from someone who has a mature view of what is needed, the risk management process is likely to fail along with the project. Treating risk management as a learning process is a less obvious need for organisations that have been doing it for years, but it remains important even if they are clearly leaders in the field and defining the leading edge. The leading edge is moving fairly quickly in some areas, particularly the trend to keep things simple without being simplistic.

Second, it is important to see risk management as a generic process to be adapted to each organisation’s projects as part of the learning process. Making it more specific makes it more efficient. However, making it too specific can make it ineffective if a wider scope is required. The trick is to avoid making it so specific to today’s projects that it becomes inappropriate for those of tomorrow.

ALTERNATIVE PERSPECTIVES

This chapter has discussed the risk management process from the perspective of a client. Contractors can apply all of the above to their view of a project and relate it to their client’s view. In addition, clients may find it useful to study their contractors’ perspective to understand the implications of alternative approaches to contracting, especially those involving partnering. Regulators and financiers – for example, banks and other interested parties may also use a risk management process, and sometimes their perspectives may be usefully studied by others.

CONCLUSION

This chapter has outlined how the five-phase risk management process could be applied in a generic project life cycle. Performing risk management at a strategic and then tactical level ensures that appropriate effort is used in
relation to the stage the project has reached. The importance of iterating the risk management process has been illustrated using three sub-cycles at the strategic level.

The risk management process can be tailored to suit any project. Like any process, careful consideration must be given to adapting it for use. Every phase of the process must be undertaken; it is how it is undertaken that now needs to be considered.
This chapter describes issues of control and governance, and the resources, roles and organisation required to ensure effective risk management within the project and the business.

OVERVIEW

The introduction of risk management into an organisation requires careful planning to yield maximum benefits. It should be treated as a project and be subject to basic project management principles. These include defining aims (what you wish to achieve by introducing risk management) and monitoring achievement against those aims (see Chapter 7 for guidance on applying risk management). The organisational issues that need to be addressed to enable the required benefits to be delivered are discussed in this chapter. These issues apply to projects involving a single organisation or projects involving a number of different organisations and include responsibilities, roles and how risk changes throughout the project life cycle.

Resourcing is also discussed in this chapter because risk management consumes resources both in its introduction and operation, and these resources must be defined and allocated. They will include human resources and, in some cases, specialist tools to assist with the process. The cost of risk management should be only a small percentage of the overall project management expenditure and can result in benefits far exceeding its start-up and running costs.

Finally, the chapter discusses control issues, including documentation, risk data collection, reporting and reviews.

ORGANISATIONAL STRUCTURE

Planning for risk management

Setting up a risk organisation and control structure requires initial planning. It is wise to produce a risk management plan, an outline structure of which
is shown in Figure 5.1. The plan makes it quite clear how risk is going to be tackled for the project and refers to the risk management process and the risk management organisation. In many organisations it may be held as a template in the standard project methodology, although the risk management plan will always be specific to a particular project.

Alongside the introduction of risk management into an organisation, staff should be formally educated about the benefits of risk management, the reasons for its introduction and in the use of the tools and techniques that they will be expected to use on their projects. Understanding risk management and why it is being introduced will reduce people’s scepticism and resistance to its introduction.

Contents:

1 INTRODUCTION

2 PROJECT DESCRIPTION
   A brief description of what the project is for and its key parameters of success.

3 PURPOSE AND SCOPE OF RISK MANAGEMENT
   The aims and objectives of the risk management process being applied to the project in question. What is, and is not, included within the scope.

4 RISK MANAGEMENT ORGANISATION
   The specific responsibilities of people in the organisation who will be involved in risk management work. Clarification of the roles/responsibilities between the organisation, its client and its subcontractors.

5 RISK MANAGEMENT PROCESS
   A description of the risk management process adopted for the project.

6 KEY DELIVERABLES

Annexes:

A INTRODUCTION TO RISK MANAGEMENT
   Explanations of risk management, including definitions of risk and categories of risk.

B TOOLS AND TECHNIQUES
   A description of those tools and techniques selected for use on this project.

C PROFORMA
   Copies of standard forms used in the risk management process – for example, summary sheet and risk register.

Figure 5.1 Suggested risk management plan contents
Responsibilities

For the risk management process to be effective, risk management responsibilities must be sufficiently defined and resourced. The extent of the risk management process needs to be considered. Will it comprise a company- or organisation-wide standard or will it be adaptable to each project situation? If the former, will some risk roles be permanently established, such as a corporate or divisional risk manager? There may, for example, be a permanent programme or project office that will perform risk-related roles for projects.

For a particular project, the day-to-day accountability for risk management usually rests with the project manager, who must ensure that risk is appropriately tackled within the project. However, responsibility for task-level risk would normally be delegated to others within the project or within the business, together with the necessary authority to control it. Although individuals at functional levels will be better placed to identify, understand and manage specific risks, the project manager will probably take responsibility for tackling project-level risks – that is, those risks that affect the project as a whole. The executive sponsor and project board (if appointed) will be responsible for deliberating on risks referred to them by the project manager.

Risk management is a professional role, and, for some projects, it will be necessary to appoint additional risk specialist roles to give support to the project manager. These may be a risk manager, a risk process manager or a risk facilitator, for example. In this case, it is important that the project manager does not relinquish accountability for risk within the project, but remains in control, delegating a level of authority to the supporting risk roles.

All this means that the risk management process must clearly state who is to be involved and at what levels, together with their level of authority. Figure 5.2 shows responsibilities for risk from the project level through to the top of a company or organisation.

Of course, no company or organisation will be exactly like that depicted in Figure 5.2. The levels between the board of an enterprise and a programme or individual project may be few or many. There may or may not be programme directors, project directors, steering groups or various types of project board. Nevertheless, whatever the structure, it is important to ensure that there is a flow of risk information throughout the organisation. This information may be in terms of costs and funding as well as threats and opportunities to the business as a whole.

Where projects involve a number of different external organisations, some risks may be shared between them, thus requiring the exact nature of risk-sharing to be defined. The ultimate responsibility for risk can be considered to rest with the client organisation because, in most projects, the client will lose most if the project fails (see Figure 5.3). Client organisations will try to penalise suppliers for failure to meet contract requirements, but the level of
penalties is unlikely to reflect the loss of utility experienced by the client organisation. For this reason, it is usual for client organisations to ensure that suppliers employ risk management as an integral part of their project management procedures and, in some cases, to actively audit the supplier’s risk management process.

A key purpose of risk management is to communicate the picture of the project’s future and to provide the necessary level and detail of information to enable informed decisions to be made. Risk management requires an open environment within an information-aware, blame-free culture. Sponsors and stakeholders must be prepared to accept good as well as bad news concerning risks. If bad news is not accepted and not dealt with in a positive way then the risk management process could be undermined.

In assigning responsibilities (in either a single organisation project or a multi-organisation project) it is important to ensure that the responsible
parties not only have sufficient control over the causes of their risk, but also have effective and practicable plans for dealing with risks that may materialise. An early assessment of risk can assist in the clarification of responsibilities and, in the case of a project where there is a potential for complex risk interfaces, enable these interfaces to be understood and complexity avoided where possible. Where this is not possible, considerable care is needed in drafting contracts to prevent the responsibility for managing the risks reverting to the client.

Recent developments in contracting strategies, such as the Private Finance Initiative and Public–Private Partnerships, have reduced the need for client organisations to manage complex risk interfaces by emphasising service delivery and combining the major stages of a project life cycle in one contract. These contracting strategies have increased the risk that is transferred to the prime contractor and suppliers, and there is a consequent need to balance the level of risk transfer and value for money.

Figure 5.3 Simple risk relationships in a multi-organisation project
Functional roles

Within an organisation, risk management should be treated as a team effort and, to be effective, requires regular interaction between various parts of the organisation. The risk-thinking team is a powerful force for affecting the outcome of the project. Risk management is not an activity that should be left to one or two people updating a risk register. Various functional roles are outlined below and can be used as the basis for terms of reference for individual team members.

The project manager’s role

The project manager is effectively the champion of the risk management process for the project. Accountable for proper and effective risk identification and response, he or she needs to ensure that the entire project team is actively engaged in the process. This extends to suppliers and contractors, whose buy-in to the overall process is essential. The project manager needs to be assured of reliable data on which to make decisions regarding the project’s progress and finances, for example. He or she also needs to have in place an adequate mechanism for reporting risk progress to senior management.

The project manager’s role includes:

- agreeing and promoting the risk management process for the project
- clarifying the acceptable level of risk for the project
- reporting risk status to the client/senior management on a regular basis
- escalating risks that are above the risk threshold or risks with a significant impact outside of the project
- sanctioning the validity of the risk data
- chairing risk review meetings
- approving risk response actions
- monitoring the effectiveness of risk management in the project team.

The risk process manager’s role

In many companies and organisations the risk process manager’s role is routinely contained within that of the project manager. However, occasionally it is seen as beneficial to use a professional risk process manager, who is able to view a project against a background of experience.

The risk process manager, sometimes also known as the risk coordinator, risk specialist and other titles, will have a broad knowledge base, encompassing a range of business and technical issues. He or she may act as a facilitator, having an appreciation of the project’s domain, rather than necessarily being an expert in its technical composition. Alternatively, a risk facilitator may be brought in from outside the project team to provide an independent view.

Reporting to the project manager, the role of the risk process manager is to facilitate the whole risk management process including:
● development of the risk management plan
● facilitating the identification and response of project risk
● collecting and normalising risk information from project staff
● mentoring project staff on aspects of the risk management process
● ensuring that the risk register contains data in a consistent format
● analysing risk data and directing the production of risk reports
● facilitating risk assessment reviews and workshops
● advising the project manager on risk response options
● reviewing the progress of risk response actions
● contributing to the presentation of risk for senior management.

The risk manager’s role

A professional risk manager is occasionally required to take responsibility for the identification and assessment of risk and response to it. It is a role sometimes required for a programme of projects and risk-sensitive projects, and may be carried out either on a full-time or consultative basis. Depending on project scale and scope, it may be possible for a risk manager to also absorb the role of risk process manager.

A risk manager would not only look for the best business responses to risk but also for opportunities arising from risks. His or her ability to think laterally and see the big picture of risk is an important consideration. Construction of worst-case risk scenarios and decision trees (see Appendix A.3.5) are examples of the regular assessment work that a risk manager would undertake.

A risk manager would, for example, assist a project board in making decisions such as whether to curtail testing and launch the new product early in order to be ahead of the competition or show the best option for implementing a project change.

The risk owner’s role

The risk owner is a temporary role that may be performed by any member of the project team or by a specialist from outside the project (that is, within the organisation or business as a whole). The project manager assigns risk owners to be accountable for one or more identified risks. Risk owners are selected according to their affinity with particular risk types or environments. For example, someone with an affinity with networking would be best placed to own a risk concerning the development of a wide-area network.

Risk owners:

● liaise with people who are raising a risk to ensure that it is properly expressed and sufficiently understood
● ensure that expertise is provided to effectively assess a risk and develop suitable responses.
They may either act as experts themselves or may procure expertise as required. They will also recommend action owners, who will develop responses for the risks for which they are accountable.

**The action owner’s role**

Like that of a risk owner, an action owner’s role is a temporary one that may be performed by any member of the project team or by a specialist from outside the project. Action owners are assigned either by the project manager or risk manager directly or as recommended by risk owners. They are responsible for carrying out actions in response to one or more risks. There may be several action owners with respect to a single risk. Risk owners may also elect to carry out some actions themselves, depending on suitability (see ‘Resourcing risk response actions’ (p. 58) for further information).

**The technical specialist’s role**

Both within and outside a project there may be various technical specialists whose input to the risk management process could be vital. Often taking on the temporary role of risk owner, technical specialists will often be the only people able to estimate the degree of probability or impact for identified risks. Similarly, they may be best placed to recommend risk treatment actions when considering risk responses.

The role of the technical specialist therefore includes:

- identifying and raising risks for work within their domain
- assuming the role of risk owner for one or more risks
- giving expert opinion for the identification, evaluation and treatment of risk
- personally carrying out risk treatment actions, where assigned, in the role of action owner.

**Other functional roles**

Besides the project team, who need to be continually involved in the risk management process, there are other roles within the company or organisation that will also need to be involved, depending on their function. If a project has identified a list of stakeholders, then each stakeholder role will need to be examined in terms of its contribution to the risk management process.

For example, the finance manager would be interested in any contingency provisions being requested as a result of risk responses, and also whether the project risk exposure is increasing or decreasing. The contracts manager needs to understand the implications of risk treatment actions on project contracts. The legal department needs to understand any business threats from identified risks and be involved in their mitigation. The sales function
will be interested in any opportunities that may arise from planning responses to identified risks. Marketing will be particularly interested in any threatened damage to, or enhancement of, company reputation and will want to become involved in relevant risk treatment actions. Finally, customers or suppliers may specify the need to share risk information, and this may be a contractual provision.

The executive sponsor’s role

The role of the executive sponsor, who is accountable for the incorporation of project risk into the business, includes:

- setting and monitoring risk thresholds for the project
- approving strategic risk response plans, which may include change of scope or approach (or cancellation) of the project
- reviewing escalated risks and approving proposed risk responses for these risks
- reviewing the effectiveness of risk management in producing information to support management decisions
- reporting risk status to senior management on a regular basis
- leading the management of risk at the business level (for example, where the impact or cause of the risk lies outside the project).

Risk management and the project life cycle

As a project moves through its lifespan, risk should be formally assessed at each stage, although the scope for influencing the overall outcome reduces as the project progresses. The general principle is to maintain a level of risk management effort throughout the project commensurate with the needs of the current phase and to focus this effort prior to project milestones where the level of commitment changes significantly (usually at the end of each project stage or phase). The decision on whether or not to proceed to a new level of commitment should then be based on an in-depth understanding of the associated risks. Some methodologies specify formal gateway reviews, where risk is formally reviewed at particular stage gates (such as feasibility or award of contract). However, it is important not to be complacent about risk between project phases or gates; risk management is an ongoing activity and the project team needs to think about risk in its daily activities. Whilst phase-ends are clearly targets for formal risk assessments, reviews and lessons-learned activities, they should not be the sole risk activity.

In terms of project life cycle, risk management begins at the conception stage during which the idea for the project will be thought through in commercial, as well as technical, terms. This stage usually results in a number of possible alternatives, and these should be assessed for their risks, costs and benefits.
The commercial viability of the project and its implications in terms of cost, timescale or performance are established during the feasibility stage. This is where risk management is at its most significant. Where high levels of uncertainty and impact exist, demonstration and prototyping may be undertaken as part of the risk management strategy. Thus, at the end of the feasibility stage a clearer understanding of, and in some cases a reduction of, the project risks clarifies the parameters of the decision-making process, allowing the project to proceed to the next stage, if the level of risk is acceptable to the organisation.

Risk management is particularly appropriate to contract tendering and bidding. A risk assessment can be made showing both an unmitigated risk exposure (that is, without the effect of mitigating actions) and a mitigated risk exposure, for comparison.

During the execution of the project work, regular risk assessments may be made, together with risk reviews targeted at phase or key milestone ends. Before any formal testing or piloting phase, risk assessment activity is particularly relevant. Testing itself will confirm or dispel risks associated with the product. Prior to project handover or implementation, any outstanding risks need to be reassessed, especially in terms of any ongoing support or maintenance work after the project has gone live.

**Resourcing the risk management process**

The level of resource commitment for risk management activities needs to be decided and specified in the risk management plan. The perceived level of risk activity will depend on the type of project. Projects that are concerned with highly innovative products or development work would need to give more emphasis to risk management. Likewise, projects with high health and safety considerations would need to give more emphasis to the reduction of the occurrence of such risks and minimising their impact should they occur.

Repeat projects have the luxury of precedence and can, therefore, gauge more accurately the level of risk management activity required. In all projects, it is more usual for the greatest concentration of risk resources to be at the start of a project, when familiarity with the work to be done is at its lowest.

**Resourcing risk response actions**

Resourcing risk response actions is work that is often left incomplete. Having identified and assessed risks, it is vitally important that actions are raised and that owners are assigned to carry them out. Further, the actions themselves must be able to demonstrate an effect on reducing the threat or increasing the opportunity – in other words, risk owners must estimate by the degree of change in probability and/or impact effected by carrying out each action.
Risk owners are responsible for ensuring that actions are properly expressed, that owners are assigned to carry out the actions (if not themselves), that each action has a due date and is costed, and that probability and impact changes are estimated.

Action owners should ensure that they have the time and skill required to carry out actions assigned to them and report progress against each action.

As actions usually cost time and money, they should also be linked to project task and activity schedules. Risk actions need to be validated against the project plan and included as tasks. In addition, the cost of risk response actions needs to be added to the project cost.

CONTROL
Risk documentation

Well-defined and concise documentation is essential to support the control of risk for the duration of a project. The main elements of such documentation will be as follows:

- **Risk management plan** – describing how risk will be addressed for the project (refer back to the guide given in Figure 5.1)
- **Risk register** – recording identified risks, probabilities, impacts, costs and priorities, together with risk reduction actions (examples are shown in Appendix A at Table A.2.4)
- **Risk analyses** – analyses of risk data
- **Risk reports** – documenting the status of risks, actions progress, etc.
- **Risk reviews** – formal risk review outcomes
- **Risk workshop output** – documenting the proceedings of risk identification or assessment group sessions
- **Risk lessons learned** – produced at major stage-ends or at project close-out.

The risk documentation forms part of the project documentation and should be subject to both the project’s configuration management system and audit under the project’s quality management activities.

Ideally, risk documentation should be centrally held and accessible to the project team via a shared database or intranet. If the risk register is held online, it is easier for team members operating remotely to raise or update risks and actions. Reports and analyses should be appended to a central file. Lessons learned should be appended to a company or organisation knowledge database. The risk management plan should state the provisions for appending and accessing risk documentation.

When considering risk documentation, it is important to also consider the uses to which it will be put. Risk data is vital for assisting the decision-making process, both within the project and within the business. As good decision-making relies on good data, the right quality of data must be
collected through the risk management process. It is very easy to collect and record risk data that will never serve any useful management purpose.

Risk reporting

Risk information needs to flow from the project team to the project executive via the project manager and programme manager (if appointed), so that it can be integrated into the organisation’s overall reporting cycle. It will also provide the main input for risk reviews that take place at critical decision points in the project.

It is good practice to include risk progress in the project’s regular progress reports. This helps to maintain focus within the team and prevent risk management from becoming a once-a-quarter exercise.

Where there is an external client, it may be desirable (or in some cases mandatory) to pass the risk information to this organisation. This would normally be required in a predefined format, particularly if risk information from a number of suppliers must be combined. If this is the case, it is essential to ensure that the data has been derived consistently and according to the ratings specified in the risk management plan.

Risk reviews

Risk reviews provide a formal opportunity to examine and discuss the risk status of the project and to agree actions that will move the project towards meeting its overall aims and objectives. The project manager and the risk process manager should attend, possibly with representatives of key functions, such as contracts and finance, and senior technical staff.

In some public sector organisations risk reviews may take the form of a risk management review panel, risk working party or risk committee. In other sectors, the risk review may form part of a stage-end or phase-end review.

The risk review meeting agenda should include:

- a report by the risk process manager giving an overview of the major risk issues
- a review of the status of existing actions in place to reduce risk and the need for any new actions, a review of changes in risk status (that is, new risks, changes in risk levels, risks that have materialised and risks that have expired)
- a review of achievement at past milestones and predictions of future achievement.

The risk review concept can be applied to both single- and multi-organisation projects. It can also (within the limitations imposed by contractual relationships) form part of the agenda for meetings between stakeholding organisations.
In addition, the risk manager or project manager may call other meetings to discuss risk from time to time, and risk identification or risk assessment workshops may be usefully run for specific risk purposes.

Control of generic and project-specific risks

The control of risk requires the implementation of appropriate actions or measures. Project-specific actions can be carried out locally within the project, and periodic risk reviews provide the opportunity to check that these actions have been effectively implemented. Risks with actions that have a wider applicability than any one project should be communicated more widely. Initially, these risks and actions should form part of a library of generic risks and actions. In addition, the actions should be incorporated in procedures that apply to the whole organisation and will, over time, become part of normal business activities. This approach provides a suitable framework to address risk for the purpose of corporate governance and Internal Control (see Figure 5.4).

Risk governance

Risk governance is the ability to review and control the results of risk management activities in relation to a project, a programme of projects or the business as a whole. Any risk governance activity should therefore form part of an organisation’s project governance. With increasing legislation being targeted at corporations to implement due diligence (for example, through recommendations from government reports such as Turnbull in the UK and Sarbanes-Oxley in the US), the need to establish governance processes at all management levels is now apparent.

Analysis of risk data can produce metrics for the control of risk on a monthly or similar regular basis. The level of risk exposure, for example, can be used to check the real costs of a project against progress. Typical data for risk governance should include:

- **Monetary risk exposure (£RE)**
  - £RE at project start
  - current £RE
  - target £RE
  - forecast £RE, month by month to project completion
- **Contingency reserves**
  - reserves at project start
  - position of unused reserves year-to-date
  - forecast of required reserves to project completion
- **Risk tolerances**
  - costs of risk reduction activity to date
  - forecast of costs to project completion
One aspect of governance is audit. Targeted or scheduled audits may be carried out to ensure that the risk management process is being utilised effectively. In particular, an audit should ascertain the effectiveness of the process in meeting its aims as set out in the risk management plan. Measures
meaningful to the aims of the process (for example, the occurrence of risks not forecast, probability, impact costs, overall risk exposure, cost effectiveness assessment for risk response, recording, retention of data, frequency of review of risks and actions) should be applied and reviewed. Audit should also consider whether achievement is being measured against forecast and whether planned actions are being implemented in a timely way.

The executive sponsor must be satisfied that the process is being managed effectively and that any corporate governance and audit requirements are being met.

Risk reserves

Risk reserves generally fall into two categories:

1. **Project reserves** – reserves made by the project for project exceptions.
2. **Contingency reserves** – reserves made specifically for funding risk contingency situations.

Additionally, a company may make reserves for emergency situations. These reserves are generally not allocated as a budget for business operational functions, but held for exceptional purposes, and not just for risk situations.

Risk exposure is a factor that can affect the determination of contingency reserves at project outset. If the unmitigated risk exposure is high but the mitigated risk exposure is low, much will depend on the organisation’s faith in its ability to successfully reduce the risk, plus its general attitude to risk-taking. Setting aside the full amount of an unmitigated risk exposure, for example, demonstrates a low tendency towards risk-taking or low confidence in the ability to mitigate the risk.

Control of the risk reserves should be through the project governance process, outlined in the previous subsection. In some organisations the contingency is ‘handed out’ across the project team to be managed at lower levels. Care needs to be taken with this approach, as invariably the contingency reserve is based on the premise that some risks will happen and others will not – that is, the factored cost of the risk, \((\text{probability} \times \text{cost})\), will be budgeted for, rather than the full cost. Consequently, the amount assigned to any one risk will generally not be adequate to pay for the risk materialising; it will need to be subsidised by money from the non-occurrence of other risks.

**CONCLUSION**

The introduction of risk management into an organisation, if well planned, provides a sound framework for controlling project risk. A clear statement of the aims of risk management, documented in a risk management plan, along with the definition of organisation, specific roles, thresholds and measures of
success, will help to gain good value in return for investment in the process. It is especially important to be clear, from a risk management viewpoint, what is within the scope of the project, what is to be escalated to the programme or business level and the mechanisms for this escalation. In particular, the management of contingency reserves should be controlled through the governance process.

The relative priorities in the aims of risk management may change as the project progresses through its life cycle, so a refocus of risk management at each major stage may be considered. Finally, regular audit of the effectiveness of risk management will ensure that this focus is maintained throughout the life of the project.
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Behavioural Influences

This chapter describes behavioural influences in a risk context, along with a variety of possible interpersonal approaches and some areas of particular concern to the risk manager and risk specialists.

INTRODUCTION

The behaviour of the involved individuals will have an impact throughout project risk management and will contribute directly to its success or failure. The project manager, the risk specialist, the project team, the client, the end user, the supplier – and, indeed, the whole supply chain – will influence identification, analysis, planning, decisions and action.

Each of these individuals, working alone or in groups, will have a unique interpretation of, and behaviour towards, risks. Every person has a unique personality, set of experiences and set of circumstances. Their behaviour – their reaction to this concoction – will be unique. Hence, what one person may identify, quantify and manage as a risk, the next may react to in a very different way. He or she may not even recognise the future event, may not consider it important or probable, or may decide to act/manage the situation differently.

The project manager should bear in mind that:

(a) the input to the project risk management process arises from the opinions of individual human beings

and

(b) much of the variances in performance in project risk management arises from the different views that people have when they identify and respond to risk.

Project managers and risk specialists will require not just the methods and techniques of project risk management but also effective people skills if they are to achieve their objectives of a project completed in time, to budget and
to the required specification. No amount of ‘applied guide’, risk or other-
wise, will work without these skills.

People skills may be inherent in our make up or they may be developed
through processes of learning. The material presented here is aimed at giving
practitioners a glimpse of some of the complex issues they may encounter.
They are based on practical experiences of the contributors, and it is hoped
that the information will help identify areas of potential ambiguity and
complexity, leading to more sensitive and successful project risk management.

The main section of this chapter introduces the influences on an individ-
ual’s behaviour and specifically his or her behaviour towards risks. The
second section outlines a collection of individual interpersonal approaches
which have been successfully employed to assist the risk manager with the
planning and execution of project risk management. The final main section
identifies four areas of particular concern: relationships with the risk special-
ists; risk transfer and allocation from customer to supplier; teamwork at
enterprise level; and estimates and forecasting.

INFLUENCES ON BEHAVIOUR

The study of human behaviour cannot be distilled into one single chapter;
more in-depth information can be obtained from the literature on organisa-
tional behaviour. However, there are important elements that influence
behaviour towards risks, and these can usefully be discussed here.

Simply, as illustrated by Figure 6.1, human behaviour may be described as
the result of a complex interaction between two distinct elements:

- the person themselves (perception, attitude, personality, motivation)
- the situation – both macro and micro environments (for example, the poli-
tics, the economics and the group/team, organisation).

![Figure 6.1 A description of human behaviour](image-url)
Added to this is the further complication of time. Any or all of the elements described above may change today, tomorrow or in six months’ time.

In an attempt to understand the uniqueness of an individual’s behaviour, a brief explanation of these elements is offered below.

The constituents of the individual

Perception

Perception of risk is derived from a comparative view. An individual will select, reject and compare information against experience, and will tend to consider a risk event as either greater or less than another risk event. The individual’s perception of risk is a composite of true uncertainty and lack of comparative knowledge.

In the context of project risk management this may manifest itself in several ways:

- ‘Specialists’ in a particular domain may perceive risks as being far greater in other domains with which they are less familiar. This may cause specialists to understate risks within their own domain and to over-emphasise other risks.
- Conversely, the ‘specialist’ closest to a potential risk may acknowledge the full measure of that risk, or even augment it, because of previous experiences. He or she may go on to de-emphasise, or perhaps even reject, other potential risks as no previous connections have been made.
- However, the ‘specialist’ closest to the risk is the one most able to assess risk on the basis of true uncertainty, and the ‘specialist’ from another domain is most likely to overstate the risk due to lack of knowledge influenced by conjecture, hearsay and unsubstantiated opinion.
- Alternatively, a ‘specialist’ may trivialise or ignore risks suggested by someone outside his or her domain because this external opinion may be perceived as invalid.

Individual perceptions can lead to the denial of risks and a delay in managing them. Thus, there is a danger that a risk will be suppressed or, conversely, that an inflated risk will achieve undeserved credibility. As a result, the gap between perceived risk and actual risk will increase, with the potential for unforeseen risks to materialise with concomitant serious consequences for the project outcome.

Attitude

Attitude describes the persistent tendency to feel and behave in a particular way. Influenced by emotions, information and previous behaviour, it is different yet linked to belief (reality as it is understood), values (what is desirable) and motivation (rewards and protection of the ego). There are core attitudes which are resistant to change and peripheral attitudes which may
change easily if further information or experience is added. Attitudes can be personal or shared within an organisation.

Attitude to risk is strongly linked to conditioning. For example, during a previous project an individual may have expressed an honest and objective view towards risk within his or her domain. However, he or she may have experienced a lack of support, even hostility, from the peer group, management and/or the organisation. Consequently, the individual will have received a ‘bad’ experience arising from that honesty. This conditioning (repeated bad experiences) may cause the individual to be reluctant to accept responsibility for risk in the future. Conversely, the individual who has worked within groups and organisations that have taken a positive attitude towards risk management will tend to be more positive and optimistic about the benefits when addressing this issue in the future. In extreme cases, the individual may exhibit an overconfident attitude.

Furthermore, an individual’s conditioning towards risk may have taken place in a different organisation, perhaps years previously, and although it is not directly applicable to the current situation, it still impacts upon it.

The risk manager needs to identify such attitudes and either coax individuals back to an open and honest appraisal of the risks or instil a sense of responsibility.

**Personality**

Personality can be portrayed in two ways:

- by properties (traits, features or qualities – for example, extrovert or introvert, leadership style)
- by processes (the way we perceive, are motivated, learn, think, solve problems, relate to others, understand ourselves).

We inherit our personalities through our genes and we ‘grow’ them through experience.

In behaviour terms personality impacts on how we see ourselves and on how others see us, and the relationship – perhaps even conflict – that may arise if these perceptions are different.

Specifically in risk terms:

- Do I think I am a risk-taker or am I risk-averse? Do I usually act first and think later or do I consider all opportunities and threats before acting? How have my life experiences influenced these characteristics?
- Do you see me as a risk-taker or as risk-averse compared to yourself? Do I understand and condone your characteristics or are they alien to me?
- Am I happy with my state and does it fit with others working around me? If it does not, do I have strong leadership characteristics and do I wish to impose my risk-taking view on others? Or am I able to tolerate and adjust or conform to the majority or loudest view?
It can be seen, then, that personality has a strong impact on the way in which individuals identify and react to risk.

**Motivation**

As can be seen from Figure 6.2 motivation can be outlined as an internal driving force that impels individuals to achieve some goal in order to fulfil some need or expectation. Fulfilling this goal leads to a state of rest or satisfaction, which may be only temporary.

Motivation has fondly been interpreted as the ‘personal agenda’ and may be seen as underlying the political games played in the workplace. Whilst it is important for the project manager, risk facilitator and risk process

---

**Figure 6.2** *A simple motivation model*
manager to be aware of, and consider, the ‘personal agendas’ of all the stakeholders, it should be borne in mind that:

- they will not always be obvious or public – indeed, part of the political game may be to keep them well hidden until an appropriate moment.
- they may be open to misinterpretation because both the risk facilitator and risk process manager bring their own perception and attitudes to their attempts at understanding others’ ‘personal agendas’
- they may be out of the sphere of influence of the risk facilitator or risk process manager.

The ability to motivate a project team to carry out risk management in a proactive manner, is the key to success for every project manager who wishes to deliver his or her project within the planned time, cost and performance objectives. This is particularly important when project risk management is first introduced into the project team: the individuals within the team will need to be motivated to change the way in which they work, and to begin managing risk. If individuals within a team are already overworked, they will need a strong motivator to ensure that they make time to do risk management properly. All too often, the project manager relies on the risk process and the risk process manager to motivate the team. All too often, people will just carry out the minimum they can get away with in order to show a token compliance. Such a scenario has serious consequences for the project risk management process, because generally it is the easy front-end process steps (risks identified, impact assessed, and risk treatment plans listed), that are carried out and the most important step that is usually omitted – namely, carrying out the actions to manage the risks.

A project manager who is respected and admired by his or her team can often be the best motivator for risk management – not just by expressing his or her personal wish that the team carry out risk management, but through his or her behaviours. If the project manager never informally asks about progress on risks but always focuses on today’s problem, never makes time for risk at his or her project review meetings, cancels risk review meetings or doesn’t turn up for them, then the project team will not perceive that their project manager considers risk management to be important. The project manager should informally ask questions about risks, always attend the risk review meetings, and drive the programme review meetings from a risk perspective. In this way, the project team will see from the project manager’s behaviour that he or she thinks that risk is important and this in turn will motivate the team to put more effort in the management of risk.

In a similar way, the project executive sponsor can help motivate the team for risk management by underlining the importance of risk management in the wider business context and setting an example on how risk should be considered throughout the project.
The constituents of the situation

Returning briefly to the behaviour model (Figure 6.1), having described the elements of the individual, the influence of the situation must be considered. This can be observed at two levels:

- the macro level: the external environment characterised as the political, economic, social, technological influences
- the micro level: the immediate circumstances – that is, the group, team or organisation.

Figure 6.3 models these levels and suggests that the interfaces must also be considered.

Figure 6.3 Sources of situational influence

Group influences

Some fairly simple issues can be highlighted. As we have seen, individuals react to the risk process in accordance with their ‘perceptions’ and ‘attitudes’ towards risk, and members of every project team will have had a wide range of previous experiences and knowledge. Project managers, risk facilitators and risk process managers must be mindful of this range and the complexity of its consequences, as this is likely to have an impact on risk information and bias conclusions.

An individual’s behaviour is highly likely to be influenced by the collective attitude of the group (for example, the project team). Several states have frequently been observed and should be considered:

- Group-think or peer pressure within a risk-negative group will tend to suppress any individual who is prepared to operate in an open risk environment.
Conversely, a ‘risk-aware’ group will tend to encourage the individual to take an open attitude towards risk.

A group may tend to exhibit a more bullish attitude towards risk than any one of its constituent individuals. When involved in collective reasoning, they will tend to take more risky decisions without necessarily acknowledging that these decisions contain more risk. This may arise from one, two or all three of the following causes:

- Collective responsibility for a decision reduces the probability that any one individual will be called to account for the decision(s) taken. An individual is therefore less inhibited by that responsibility and will tend to take the position that it was not his decision.
- Individuals have a natural tendency to wish not to be negative within the group; they are sensitive to being charged with being ‘gloom-and-doom merchants’ or ‘wet blankets’. These and similar phrases are common within the group psyche and lead to a suppression of candid observation.
- Within a group there will often be a mixture of strong vocal extrovert characters and less vocal introvert ones. The introverts will tend to avoid confrontation whilst the extroverts may have a tendency to be unrealistically optimistic.

Such sweeping generalisations are simplistic in explaining the full measure of human behaviour within a group but there is sufficient credibility in them to give risk managers an insight into the complexities and to give them cause to treat the outcomes of such groups with circumspection. In particular, the third group behaviour might be exhibited while using project risk management techniques such as risk brainstorming sessions. The facilitator running such brainstorming sessions must judge the collective mood of the group and identify the ‘quiet dissenters’ for subsequent one-on-one discussions. If brainstorming sessions alone are used to assess probability and impact, it can be the most vocal individual’s views which dominate.

**Organisation influences**

The next layer of influence towards risk is that of the organisation within which the individual/group exists. Again, much is known and has been written about organisations, and organisational behaviour in particular. It is a good idea to spend some time studying this body of knowledge. However, it suffices here to acknowledge that organisations range from being risk-averse to risk-takers in character.

For instance, organisations which have a responsibility for safety (say, the nuclear industry) or which have a long history of cautionary behaviour (say, insurance) will tend to have a risk-averse culture. Not only will individuals be discouraged from taking risks but they will also tend to avoid ‘owning up’ to the existence of a risk that they may have taken. In these organisations, risk-taking (and honesty about risks taken) is seen to be a career-limiting behaviour and, as such, is avoided by the individual.
Risk-taking organisations (software industries, advertising, oil, speculative investment and so on) tend to support individuals who have the courage and vision to back their hunches and launch themselves and their organisation into high-risk/high-reward strategies. The individual is encouraged to take risks and is rewarded on the basis of the aggregate outcome of those risks. Within these organisations risk-taking can become a ‘masoch’ activity, with the risk-takers becoming distanced from the reality of the risks they take. The classic case is the speculative investor who gambles ever-larger sums on movements within the stock/financial/futures markets until the risk impact becomes catastrophic.

These are extremes of organisational influence. All organisations in the supply chain will have a position on the risk-taking/risk-averse continuum and each will have a degree of influence in the project environment. This influence will affect the involved individuals and hence the risk manager’s work.

The other factor that needs to be considered is that of upward reporting of risk data within an organisation. The manner in which senior management react to risk data shared with them by project teams will affect the quality of risk data reported by project teams on subsequent occasions. For example, if the management board overreacts to bad news, then the project team is likely to ‘tone down’ bad news for subsequent reports.

Environmental influences

At the macro level, the environment and culture can influence an individual’s behaviour towards risk. Seminal works identify different national characteristics, although a specific focus on risk-taking/risk-averse behaviour is so far absent. The political, economical, social and technological status of a nation will influence the project risk management process from identification to management and control. Both the immediate and a long-term view must also be considered.

For example, when a project starts, the government may be risk-taking, relishing the risks associated with investment overseas, encouraging international prospecting and project-seeking, and rewarding individuals and businesses who do so. In such a culture the project team may be likely to ignore, scantily review or positively take risks if the rewards are significant. However, if a new government is elected mid-project term, a different view may be upheld. If the new government’s direction is towards consolidating home assets, external activities may be penalised. In this case, previously identified risks may be valued very differently and ‘new’ risks may be identified, suddenly putting the project in jeopardy.

Interpersonal approaches

This section addresses some specific people skills that have been successful in project risk management. This is by no means an exhaustive list.
**Project Risk Analysis and Management Guide**

*Preparation*

There is no substitute for being fully prepared to facilitate a project risk management exercise. A project team will rapidly lose confidence in a facilitator who has not read up on the project’s aims and objectives, who has little or no appreciation of the type, scale and importance of a project’s requirements, and who is using the valuable time of the project staff to aid his own learning process.

*Education*

It is quite usual for project staff to be unclear about the objectives of the project risk management process and to thus treat them with caution or hostility. The risk process manager should accordingly take time at the beginning of the process to present the general mechanics and reasons for conducting project risk management. Not only the benefits, but the way in which they can be reduced if project risk management is not undertaken impartially, should be described. Care should be taken to ensure that staff understand that the exercise is not an attempt to apportion blame and that they can be honest and candid without fear of recrimination. The risk process manager should then explain exactly how the project risk management for this particular project is to be undertaken, what is expected from the staff, how they will be kept informed of the findings, what their responsibilities are and so on.

*Facilitation*

The risk facilitator’s and risk process manager’s role facilitates the mechanics of project risk management so that the project staff are free to contribute without hindrance and with the minimum of their time and energy. Project staff tend to be under time and resource pressures and can see project risk management as just a further demand made of them. The process should be organised quietly and simply, and contributors must be kept informed of housekeeping and administrative matters affecting them. Agendas must be distributed in advance and materials (flipcharts, overhead projectors, white boards etc.) must always be on hand without fuss. Documents must be short, clear, succinct and well distributed.

*Early participation*

As with the project as a whole, staff should be encouraged to participate in, become involved with and, more importantly, take ownership of the project risk management process as early as possible. At this stage it is very important that the project leader (normally the project manager) should be seen as a driving force.
Behavioural influences

Encouragement
The risk facilitator and risk process manager must not contribute to the assessment of risk but should encourage the project staff to think fully about the issues. A questioning style should be adopted, in order to help the contributors consider issues and place those issues in perspective. The contributor should be encouraged to take a lateral view, to think the ‘unthinkable’, and to avoid prejudicial views. A ‘no blame’ culture is important.

Relationships
The risk facilitator and risk process manager should not form judgements about individuals but should work to establish a personal relationship with each. To become trusted, they must be trustworthy and that means not expressing judgements or opinions about others within the team or about the project. They should respond to each individual in an unthreatening and cooperative manner.

Interviews
Where necessary, the risk process manager should meet with contributors on a one-on-one basis and spend some time getting to know their broader objectives, concerns and problems. This may give rise to knowledge about risks that the contributor is unhappy to express in open forum. The risk process manager should find other ways to ensure that such risks become accepted by the project.

Reporting
Whilst the risk process manager should be clear about the current views on project risks, it is likely that contributors and managers are less clear. The risk process manager should therefore take every opportunity to report to the project on the current position even where this might seem unnecessary or too frequent. Reports should be easy to understand, and major changes or concerns should be highlighted.

Group activities
A group activity, such as risk identification through brainstorming, is potentially a most valuable experience for the project and for each individual. Often such an activity represents one of the few times the project team gets a chance to think and interact freely.

Group activities enable different disciplines to understand the project from other viewpoints as well as the risks in other disciplines. They encourage sympathy towards interface difficulties and will nourish offers of assistance
and flexibility. Synergy will also be apparent – the value of the whole will be
greater than the sum of the values of the separate parts.

Group activities require careful planning and some control by a facilitator
if they are to achieve the best outcome.

AREAS OF PARTICULAR CONCERN

Relationships with the risk facilitator and risk process manager

The risk process manager will be involved with the project team on a regular
and ongoing basis. A risk facilitator will be involved as required to contrib-
ute particular skills to further the risk management process.

The term ‘risk process manager’ will be used in this section to refer to both
the risk facilitator and the risk process manager.

In theory, the risk process manager is a ‘neutral’ influence on the behav-
iour of the individuals and team. His or her role is to elicit and capture data
about risk in an impartial manner and to reflect information in a controlled
and structured way. In reality, the risk process manager’s relationship with
the project team can have a major bearing on the outcome of the project risk
management process. The project team will need to trust the risk process
manager’s judgement and take his or her guidance during the exercise. Four
aspects of the relationship are worthy of note:

1. The project team will tend to distrust a risk process manager who does
   not have relevant domain knowledge. It is unlikely, for instance, that a
   risk process manager fundamentally trained in software engineering will
   be readily accepted by a team who are building a bridge.

2. Risk process managers may hold other authoritative positions (for exam-
   ple, project manager, QA manager or technical manager) which influence
   their actual or perceived impartiality. It can be difficult for risk process
   managers with conflicting responsibilities to create a clear boundary
   between their opinions and judgements and their relationship with the
   project team, particularly if some areas of risk arise from decisions that
   the risk manager has made in another authoritative capacity. The risk
   process manager may also be a line manager over staff involved in the
   project risk management process, and typical relationship patterns
   between them may influence the way in which the risk process manager
   views the information provided. Similarly, the providers of information
   may formulate their responses in the context of their long-term relation-
   ship with the risk process manager in his or her other roles.

3. The interpersonal skills of risk process managers – that is, their ability to
develop sound and trusting relationships with individuals within the
project – are crucial to the effective implementation of project risk
management. Despite best endeavours, however, some relationships
Behavioural influences

never develop to this level of trust. Occasionally, the relationship is sufficiently poor as to be destructive. Chauvinism and racial prejudice are also not entirely unknown in the workplace.

4 Unless the risk process manager is an independent consultant, or otherwise unknown to the project team, a prior relationship may exist with some project staff arising from the risk process manager’s previous positions. This historical relationship will affect the level of support and trust between the manager and the project team. Where risk process managers are provided by a central risk management group, the previous successes/failures of the group (and the esteem in which the group’s manager is held) will tend to influence the way in which the project team treats the risk process manager.

It is important to appreciate that the complexities of a project staff’s behaviour are not immune to the character and influence of the risk process manager. Every player (stakeholder) in the project risk management process will influence, in subtle or substantive ways, the behaviour of the other players. These influences may be slight in their impact on the outcome, but they will have some effect.

Risk transfer and allocation from customer to supplier

On the surface, transferring a risk down the supply chain from either customer or prime contractor can appear to be an ideal way of managing a risk; the risk is then perceived to be ‘someone else’s problem’. However, care must be taken, as the risk will probably impact on the original risk-owning organisation if its new owner doesn’t manage it well.

For example, risks that impact on the overall project timescale and performance will affect the customer and the prime contractor as well as the supplier. In some instances, if the risk is critical to the overall achievement of the programme, then the prime contractor is likely to pay a much higher price than the supplier, due to project overhead costs, delayed milestone payments, and possible penalty clauses. The customer organisation may also suffer significantly if the project deliverables are seriously delayed or fail to meet the required performance. Often a delay in the arrival of deliverables can result in the customer having to keep existing assets and systems in use for longer, and this can require unplanned manpower and costs.

The acceptance of appropriate risk can be a good thing, as it can be seen to add value. For example, there are instances where it is most beneficial for the customer to hold the risk – say, where the probability of the risk is small, but the impact is unacceptably high. In these circumstances the most cost-effective solution for the whole supply chain is for the customer to ring-fence the risk, pay the full impact should the risk occur, but pay nothing if it doesn’t.

Sometimes, the level of risk within a contract can be too great to make the contract viable. The wise contractor will recognise this and turn the work
away, whereas the unwise contractor, in his overeagerness to win the contract, will rush into an unprofitable position that could seriously affect his credibility and reputation.

Conversely, the sharing of the positive impact of opportunities can help to ensure that they are realised, as all parties have a stake in their success.

**Teamwork at enterprise level**

In an ideal world, the problems inherent in risk transfer and allocation (and many others) can be solved by extending true teamwork across all the organisations involved in the project. Here, a single risk register is shared openly between all organisations, who work to the overall good of the project and its participating organisations, as would be found in a good partnership.

This ideal can be hard to achieve and has to be built on a strong foundation of trust between all participating organisations. The trust required can be difficult to build, particularly if the trust has been broken by one of the parties in previous situations.

If the required trust does not exist from the outset, then a useful way of facilitating a more trusting environment, is to agree a ‘code of conduct’ between the organisations. This brief document (one page of A4 should be adequate), will define the acceptable and unacceptable behaviours for all parties within the team, with respect to the shared data. For example, one statement on the code of conduct may well be: ‘The information shared between the parties, shall not be shared outside the parties forming the project team, without first obtaining permission from the originating organisation for the relevant piece of information.’

**Estimates and forecasting**

Since the objective of risk analysis is to create a basis on which effective decisions are made, the information must be as reliable as possible and the sources of unreliability well understood. One of the main sources of unreliability comes from biases held by the specialist(s) providing the data. People tend to make judgements on a subset of the information available to them, reducing complex analysis to short-cut procedures to simplify the task of assessing the probability and impact of risks. This can lead to systematic biases and potentially costly errors in the decisions based on this information. Such biases may be due to one or more of the following common errors in the specialist’s intuitive approach to information processing:

- Some properties of the available data may be overemphasised, leading to a higher or lower estimate of risk. This can be due to an overreliance on some characteristic of evidence and/or neglect of other evidence.
- The subjective probability given to a risk may be based on personal experience. However, this past experience may not be a valid sample of expected outcomes from similar risks on the current programme.
- Individual estimates tend to be generated by adjustment from an initial value – a process known to give rise to biases. In the cumulative case, the full impact of the multiple effect of a number of risks may not be considered if the estimate of individual risks is perceived to be low.
- The order in which risks are portrayed or viewed may impact on initial evaluations and estimations.

There are other behavioural tendencies that can give rise to inaccurate or unrealistic biases in an individual’s estimate and which arise directly from the specific nature of the problem. In most cases, the individual is totally unaware that they introduce such bias and may defend their ‘biased’ estimates if challenged. These bias mechanisms include the following:

- An individual’s level of concern over a risk may reduce in succeeding timeframes. Rather than acknowledge a bias in successive/preceding estimating, he or she may invent spurious ‘causal’ explanations.
- An individual’s estimate of probabilities tends to be influenced by the units and scaling of the primary data. People tend to give more weight to data that is in the same units as the outcome.
- People tend to have a high opinion of their own predictive ability for single situations, leading to overconfidence in their own judgements.
- Typically, people tend to estimate conservatively for single judgements and overestimate the combined effects of cascading multi-stage problems.
- People tend to ‘adjust’ probability estimates in accordance with their perception of the personal rewards/repercussions that will result from the various uses of the assessment. Where there is a conflict of interest, estimates may be suspect.
- An expert in a particular field may suppress uncertainty for fear of seeming less than knowledgeable.

The risk process manager should first recognise that such biases exist and devise mechanisms to minimise or overcome these biases.

Conclusion

This chapter has set out a wide range of issues that collectively influence human behaviour and, in particular, behaviour towards risk in the project risk management environment. It has demonstrated not only the complexity that exists, but also some of the causes of behaviour which at times might appear unpredictable or which may differ from that expected. This is just the tip of the iceberg where behavioural issues are concerned. However armed with the knowledge imparted here and the techniques suggested, the risk facilitator and process manager should achieve greater understanding, consistency and objectivity, which can only be beneficial to the project risk management process.
This chapter considers the choices to be made when applying risk management, taking into account factors such as the business priorities, organisational culture and risk maturity, nature of the project and risk capability of the project staff.

INTRODUCTION

Risk management makes sound sense in theory but, to be useful to a project, the theoretical benefits need to be realised. This can be a formidable task if not undertaken in the correct manner. The aim of this chapter is to provide practical advice on implementing risk management within an organisation or project and ensuring its long-term success.

It is worth noting that projects fail for many reasons, including ineffective management of risks. However, poor initial estimating and poor application of project management will also adversely affect the outcomes. It is important that risk management is not seen as a solution for these other problems but that it is used as a part of the portfolio of techniques to achieve a successful project outcome.

Although it may be easy to tell a project manager to apply risk management processes on his or her project, unless boundaries are provided and objectives defined it will not be easy either to measure success or demonstrate the value of the process. Therefore the benefits will vary according to the project manager’s understanding of why risk management is being applied and what it should be producing. Successfully implementing risk management requires a consideration of the reasons for introducing it as well as of the level of commitment given to it.

As with any endeavour, then, defining the goals for the process is critical. To do this a risk manager must ask ‘Why do we need to apply risk management?’ and ‘How should it be applied?’. As formal risk management processes cover a variety of different techniques, with different complexities, it is also essential that the correct process be applied to the different levels of the organisation.
To be effective, risk management must involve all levels of organisational responsibility and be applied continuously and consistently, constantly moving forwards as the projects and the business evolves. To ensure success, the organisation must require that the risk management process be treated with respect within the organisation and be implemented early to achieve the greatest benefit.

This chapter will therefore seek to describe the key decisions that need to be made and the hard and soft skills required when implementing risk management.

THE BUSINESS PERSPECTIVE

Although this Guide is about project risk management, it would be naive to ignore the business environment within which the project must operate. Whether the project is internal or carried out on behalf of a client, it still has a purpose for the organisation and the organisation will still have a responsibility for the project outcome. This responsibility will normally require senior management to understand and be involved in risk management. Furthermore, approval to undertake a project, or to bid for one, will almost certainly require senior-level authorisation. In light of this, it is normal business practice to construct a business case to inform senior management of all the arguments for and against the proposed project. Again, this would normally include an assessment of risks. In some organisations senior management also hold some or all of the contingency budget and / or management reserve and will only release the funds to the project when the risk management processes have appropriately justified this action.

There is no single guidance that will suit all organisations – at the business level organisations tend to operate according to their own characteristics. It is also inappropriate to state ‘best practice’ because, again, the needs and the nature of the business determine what is ‘best’ for this community. There are, however, a number of common themes which can be explored.

The business case

Prior to a project being authorised, decisions are made to organise, structure, resource, locate, manage and share the tasks in order to manage exposure to risk. Where the project is subject to competition, these decisions may be made by the sales and marketing department in order to improve the competitive position. Decisions that inspire customer confidence, minimise the contingency or management reserve in the selling price, or reduce the chance of failure, are usually made on the basis of reducing risk. Potential internal projects are similarly subjected to the same type of arguments, but perhaps in this case from the department manager. Whereas ‘risk’ is commonly used to justify vagueness in project plans, it is less common for that risk to be clearly identified or qualified or for mitigation action to be
tested against alternatives. Employing formal risk management, even at this pre-approval stage in the project life cycle, enables the development of better strategies and a far more robust justification for the project. Improving the strategies reduces the likelihood of downstream failures. The causes and effects of risks and strategies can be described in the business plan.

The risk management process described in Chapter 4 includes an initial iteration of risk management to inform the development of appropriate business strategies. As recommended in this Guide, the risk process must be carried out in respect of the project’s stated objectives. For the business case these would be business objectives, and these may be quite different from the objectives for the eventual project. For instance, a business objective may be to secure a position in the marketplace, support a company investment programme, retain a facility or reinforce a relationship with a strategic partner. The assessment of risks to these objectives would give rise to the development of response strategies, and these would be used to set the detailed objectives for the project tasks. Risk management would then be used to assess risks to this project’s objectives.

Where appropriate, the funds required to cover the cost of each agreed risk response should be identified. This process should be used to encourage risk owners to identify the most appropriate response and to gain the best value for money when managing the risk.

Business commonality

Whilst each project manager must decide the most appropriate means for addressing risk, there are potential benefits of scale in taking a largely common approach throughout the business enterprise. Using a common framework and templates, the same high-level processes and the same tools and systems provides a sound basis for training staff, reduces the investment in different (or even home-grown) tools and supports the mobility of expertise between projects. For this reason there is a sound argument for the business to appoint a ‘champion’ to provide the corporate vision for risk management and to determine the common standards, policies and practices that the organisation will apply throughout its projects. The approach may be different for projects of different natures – for instance, with different sizes or levels of complexity – but even these differences may be accommodated within a broadly common approach.

Each organisation will have unique circumstances that drive its decisions, but there are some simple rules to help with the effectiveness of taking a common approach:

1 **Involve the user community.** The corporate entity should not allow a single individual (or small team) to make policy decisions and then attempt to sell them to the users. All senior stakeholders (including project managers) should be involved in the decision-making process in accordance with clear objectives set by the senior management.
2 **Align to the quality management system (QMS).** Risk management should be treated like other business processes; it should be aligned with the quality standards and be issued as part of the QMS. In particular, the risk management processes should be aligned and be coherent with other business processes that include a risk element.

3 **Conform to IT policies.** Risk management tools should be selected in accordance with the corporate approach to software applications. Many organisations do not support the development of home-grown applications (even simple databases), and some more sophisticated tools require annual maintenance costs that must be included within the IT department’s long-term budgets. Furthermore, there are often efficiency gains if tools are integrated with other applications.

### INTRODUCING RISK MANAGEMENT INTO AN ORGANISATION

Common sense plays a key role in the choice of techniques to be used. Never underestimate the ability to intuitively know the right technique for a project. However, the project culture must also be considered when choosing techniques to ensure that the approach taken is appropriate to the intended audience’s maturity. An understanding of the client organisation’s attitude to risk and the message it sends to those working with risk is crucial. Is there a mechanism for rewarding good risk management or sharing the benefits? Do colleagues or team members work well together and support one another in achieving success?

Choosing projects for implementing risk management

Often an organisation will decide to implement risk management principles because a project is already out of control, or will enforce it on every project irrespective of the expectation of risk or readiness of the project team to accept the principles. These are both less than ideal approaches. The greatest benefits of the risk management process are realised when it is implemented at the earliest possible stage in a project and continued throughout its life cycle. The techniques can then be introduced without any false expectations being attached to them, and the project team can learn how to use them as the project develops. Having learnt from this experience, project staff can apply risk management more effectively on the next project.

Because it concerns understanding what can go wrong and what opportunities exist, risk management should be implemented on projects which have a clear objective. Without knowing what the objectives are, it is difficult to understand specific risks and what the project team can do to overcome the uncertainty. Successful implementation of risk management also depends on a competent team that is focused on delivering the project objectives. Only then can appropriate risks and, more importantly, appropriate control measures be identified.
Setting objectives

For the implementation of risk management to be successful on a project it is necessary to define the objectives of the process. The initial question should be: ‘Why do we need risk management?’ If the answer is ‘Because we must meet specific project constraints’, then critical success factors based on project constraints should form the starting point.

Although sometimes a mandated client requirement will be the initial reason for undertaking risk management, there are other reasons why risk management should be undertaken. However, the benefits achieved from the process will vary according to the project manager’s understanding of why risk management is being applied and what process is to be applied. The successful implementation of risk management requires, in particular, a thorough consideration of the reasons for introducing it and the level of commitment to be applied. Clarity of intention during the initial stages of implementation will lead to better results.

Risk management must be defined within the context of its application. If the process is to be applied to a project or programme then the life cycle or stage of the project must be considered. If a project is still within the bid or tender stages, risk management may be applied to enhance the project team’s understanding of a developing budget or schedule, through the quantification of risks. If risk management is to support the ongoing development phase of a project, it is used to support the reduction and management of risk in order to meet specific constraints.

It may be beneficial to take a top-down approach to the setting of the process objectives and allow the high-level output requirement of the process to define the nature and extent of the process and techniques to be applied. In other words, asking the initial question ‘Why do we need risk management?’ helps define the techniques and process steps that meet the specific project requirements. It is important, though, to apply these steps continuously and consistently, constantly moving forwards as the project or business evolves to ensure that new reasons for undertaking risk management are understood and addressed.

Measuring success

As the project progresses, the reassessment of risks creates a risk trend that can provide effective monitoring and control of the project risks. Reassessment highlights not only those risks that are under control but also, and more importantly, those risks that are not being controlled by the dedicated action plans. This plays a valuable part in ensuring that the right actions are in place to effectively control identified project risks.

Risk reviews should be used to determine the success of risk management. They should be designed to ensure that ongoing risk mitigation and control are appropriate and effective. To ensure that risk mitigation is appropriate, it is necessary to review the risk assessment data and identify any new risks.
To ensure that risk control is effective, it is necessary to review the aims and objectives of risk response actions and verify that they are being implemented as planned.

As a project progresses, risks evolve and new risks may be identified. The status of project risks should therefore be under continuous review. In an environment characterised by a good risk management culture, risk management will be interwoven with other project management processes so that a risk can be reviewed as and when necessary. However, experience shows that a project should also have a planned risk review schedule guaranteeing that all risks are reviewed on a regular basis. The frequency of risk reviews should be designed to optimise the cost-effectiveness of the risk management process.

For companies wishing to improve performance the best practice is to measure the progress being made against specific metrics for risk management. These might include occurrence of non-forecasted risks, impacts different from those forecast and cost-effectiveness of the treatment of risk across the whole company. As with all such measurement, the cost-value and utility of measurements must be carefully considered. This applies particularly to risk management where the dynamics of probability and the relationship between handling and impacts make the results of measurement subject to interpretation. It is also clear that capturing and tracking these types of measurement will be time-consuming and often difficult.

Understanding the organisation’s risk management maturity

Before any journey can be made, or destination reached, a starting point must be identified. Likewise, risk management on a project cannot successfully be implemented if the project team or organisation does not know whether it has the skills or the understanding that are required to put it into practice. An organisation can have the best process on paper, but if the team cannot apply it the process will fail.

A necessary step is to determine the project team’s current capability or risk maturity in order to ensure that the right skills are in place to make the process a success. The method to determine this capability is often known as a risk maturity assessment. Such an assessment allows the organisation to question its key stakeholders’ understanding of the principles of risk management, makes stakeholders aware of the organisation’s approach to risk and checks that they have the necessary skills and resources to complete the task. A revealed lack of risk maturity in an organisation highlights the need to educate staff in risk management prior to applying it on a project.

Using the business process

To enable everyone to understand why risk management is being implemented, what it is and what is expected from it, it is useful to develop a project risk strategy document and procedures or guidelines. The risk strategy
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should be included in the risk management plan and define the broad steps to be taken by the project to manage risks (perhaps as a specific study). The risk procedures or guidelines will support the expectation that everyone has the same level of understanding of the approach to be used. If they are well communicated, they prevent misunderstandings, as the information transferred will be factual rather than hearsay. Because they also underpin a commonality of approach, procedures or guidelines complement the need to learn from experience; at the end of a project, the information produced from the risk management process can be stored alongside information from other projects, thus building up a historical database for the benefit of future projects and the education of new members of staff. As the generic risk management process must imperatively be tailored to each project, the procedure should emphasise the unique features of the process that make it project-specific.

Starting simple

When first introducing risk management, it may be necessary to select simple and easily understandable techniques for each phase of the process to ensure that they can be implemented with the minimum of difficulty. This will also help project managers understand how useful the process can be. This may not be the ideal situation for the organisation, but it goes a long way to ensuring the initial acceptance of risk management. Once these initial techniques have been understood and put into practice, more complex techniques may be introduced. Experience shows that once project managers have seen the initial benefits of introducing risk management they are keen to improve the processes and refine their use of the techniques to gain the maximum benefits available. Gaining the support of project managers and/or sponsors will underpin the implementation of risk management on the project and can greatly contribute towards the successful application of the process.

It is also essential to try to keep the information at a usable level. As risk information can be open to differing interpretations, it is helpful to record risks in a consistent manner to avoid the risk being misconstrued. This often means keeping risk descriptions short and to the point; some organisations use the ‘if’ ... ‘then’ format for their descriptions, thus breaking them down into the definitions of cause and consequence. Similarly, when assessing risks it is critical to develop assessment criteria which are realistic in terms of the risk impact that the project can accept.

Using an appropriate level of formality

Whilst the methodology applied to risk management may be common throughout the organisation, it is unlikely that a common level of implementation will be required (as illustrated in Figure 7.1a). Projects tend to be of different sizes (for example, from a single installation to a worldwide
installation involving many hundreds of sites) and varying degrees of complexity (for example, ranging from a minor modification to an existing product to the development of a new product using a new technology). For a small, low-complexity project a simple risk register might be satisfactory whilst for a large, complex, multi-company, multinational project a web-based fully integrated risk environment might be more appropriate.

Choosing techniques

There are many risk management techniques that can be used to support and drive the risk management process, and these are outlined in Chapter 8 and detailed in the Appendix. Techniques selected for a project should be tailored to the information needed by that project; in addition, the size and
nature of the project, the time available for the study, the information available, the project culture and the experience or risk maturity of the staff should also be considered.

A fundamental decision in terms of the breadth of the process employed relates to the use of qualitative or quantitative analysis and assessment. The starting point for the risk process and its successful implementation is to ensure that a consistent evaluation and prioritisation of the risks is undertaken. This will focus management attention on those risks that are most significant to the success of the project. A consistent approach depends on defining a common basis for determining risk probability and impact. Key to this is the use of qualitative techniques, commonly known as qualitative assessment, involving the development of assessment criteria or narratives that define the different likelihood and impact levels associated with the project.

These assessment criteria can be developed for any size or scope of project. In general they reflect a range of boundary values that can be used to consistently assess different perceptions of risk significance.

Occasionally, the assessment of a risk’s likelihood and impact may need to be further developed to provide more precise values. This technique is often known as quantitative analysis and involves redefining the likelihood and impact of a risk to provide more of a numerical value – for example, a percentage probability of occurrence and impacts defined in terms of numerical cost or schedule implications.

Depending on the risk maturity of the project team and the resources committed to risk management, it may not be possible to carry out full quantitative risk analyses on every project. The information gained from the earlier qualitative risk analysis techniques is often used to prioritise risks in the first stages. A quantitative risk analysis can then be carried out on the more critical risks in order to gain a better understanding of them.

Timescales for the completion of a risk management exercise also have a significant influence on the techniques used. Brainstorming and structured interviews are relatively quick to complete, can provide a significant amount of information and are therefore ideal when time is short. It should also be remembered that the full participation of the project manager in the initial phases of using such techniques can send a clear message to staff that there is commitment to the success of risk management.

Defining deliverables

Chapter 5 has already introduced the various documented outputs of the risk management process.

The initial risk management deliverable for almost every project is the risk management plan (RMP). The RMP is prepared to document the risk management process to be implemented by the project team in support of the management of risk on the project. The document identifies the procedures that the team will apply to identify, assess, manage and control project
risks. It describes the process whereby risks (threats and opportunities) that could affect the project are identified and assessed, analyses their impact on project timescales and costs, and implements the appropriate management control to minimise the impacts of those risks on the successful completion of the project. It covers the identification, assessment, analysis, management and control of risk and, as such, provides a basis for defining the risk management responsibilities of the key stakeholders as far as they relate to the risk management process, as well as a basis for defining the risk management roles and responsibilities of each team member. The document can also list the risk management software tools and techniques to be used to support the risk process and how the process will be integrated into the project management culture.

To support the risk process, the risks and their meaning must be clearly visible. The documentation should clearly identify ownership of risk and monitor the trend of risk exposure over the duration of the project. Typical risk management documents will include the overall risk register and periodic risk management status reports.

Risks identified during the course of the project execution are often recorded within a risk management system that enables easy updating of the risks and is capable of producing the risk management documentation, including the risk register. The risk register is a result of the risk assessment undertaken by the project team, and its overall purpose is to present a statement of the risks and their subsequent management actions for the course of the project. It serves a number of functions: not only does it identify risks, their timing and their likely impact on the project; but by recording the results of the risk assessment process and the supporting discussions relating to the risks, it also provides a basis for management risk reviews.

A risk status report is often developed to provide the senior management team with a periodic overview of the health of the risk management process. The report covers risks raised during the period as well as those risks which have been closed and the reasons why. It also details the status of risk management responses, outlining those responses that have been activated (either successfully or unsuccessfully) and those that are delayed or have been missed.

Learning from experience and evolving processes

It is common for the risk management process to evolve over time. As mentioned previously, the initial enthusiasm for risk management often reduces as more and more live issues take priority over discussing things that may happen in the future. There are several ways to overcome this tendency, such as reviewing key risks relevant to the current stage, reviewing the top five high priority risks in a given category or reviewing supplier risks before awarding a contract. By using these strategies the process evolves to suit the changing nature of the project and the team is encouraged to maintain a degree of interest.
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The risk management process should also provide an audit trail. Therefore as changes occur it is important to capture them and maintain a historic record and reasons for change. This aids the process of learning from experience and builds a knowledge database that can be used when faced with similar risks. A large part of the learning from experience is captured by recording and evidencing the reasons for closing risks down.

MAINTAINING INTEREST

All levels of the organisation should be encouraged to become involved in the risk process. Highlighting the benefits of involvement is key, and this means naming successful individuals in board meetings, management team reviews and in reports, and rewarding positive input to the risk management process. Leading from the top is also very important. The board needs to be involved in the risk management process especially in the light of recent internal control requirements which state that the board must be aware of the risks to their business.

The successful management of risks involves the whole project team. To this end, information on project risks should be made available to everyone and each should be encouraged to make a contribution although without undermining the specific responsibility of the risk owner.

Training and awareness

Gaining contribution and ongoing commitment is critical to the success of the risk management process. A forum or framework should be put in place to highlight the importance and increase the visibility of risk management within the organisation and project. This can be achieved in a number of ways. First, a statement on risk can be included in the organisation’s dispatches or newsletter. This emphasises that risk management is taken seriously and is a newsworthy item. The use of web technologies and company intranets is also becoming common practice. This medium may be used to provide information on risk management best practice, and the benefits and progress achieved to date. It can include details of management techniques, a facility for giving feedback to the risk team or champion, explanations for the application of risk management and lessons learnt from risk management in other project areas.

One reason for not pursuing such a process is usually the lack of understanding within an organisation. Specific risk awareness processes can help remedy this shortcoming. Many organisations run induction courses for new employees on topics such as company procedures, roles and responsibilities and project and quality management, and risk management awareness training could usefully be added to their new employee training. Improvement in risk management commitment and contribution within an organisation can
also often be achieved by introducing very brief risk awareness seminars and formal training for key project members.

CONCLUSION

This chapter has explained why the application of risk management within a particular enterprise needs to be considered fully and with a sensitive appreciation of the specific nature of that organisation and its projects before changes are implemented. It has provided guidance and insight into how this might best be achieved and on the implications of the decisions made. It is hoped that this advice, together with the guidance in other sections of this Guide, will give the reader sufficient confidence to embark on a programme of activities to implement formal risk management. It should be recognised, however, that the process of change, such as the introduction of formal risk management, is almost always a longer and more complex issue than first envisaged. The practical realisation of sound risk management will be a hard-won battle, but one that is worth the fight.
This chapter gives an overview of the wide choice of tools and techniques that are available to assist in undertaking the risk management process. The techniques are methods of carrying out particular elements of the risk management cycle that have proved to be effective when previously employed on projects. The tools are generic software products that can be employed by a project team to make efficient use of one or more of the risk management techniques.

Following a short section outlining the issues involved when selecting tools and techniques for the risk management process, each of the key elements of the risk management cycle is taken in turn and the appropriate techniques for that element are identified. The application of each technique is described briefly and is accompanied by notes that discuss its merits and limitations. Having chosen a combination of risk management techniques, a project team will then need to turn its attention to the selection of tools that facilitate their use. The final sections of this chapter therefore identify the different types of tool that are available and describe the features that make them suitable for use.

For more information, readers can refer to the Appendix, which describes the implementation of some of the more commonly practised techniques. Readers who would like further information provided by tools suppliers can access the APM Risk SIG risk tools document via the APM’s website at www.apm.org.uk.

SELECTING TOOLS AND TECHNIQUES

When focusing their risk management process, project teams should choose the combination of tools and techniques that is most appropriate to their circumstances. The following notes provide guidance on the issues involved, and the summary tables at the end of the chapter provide additional support.

1. The selected techniques should encompass all the key elements of the risk management cycle from risk identification through to the implementation
of risk management actions. For example, there is little point in adopting sophisticated risk assessment techniques unless the risk identification and risk response processes are also sound.

2 Some techniques are suitable for risk management in the earliest phases of a project (including pre-project approval), whilst others are more applicable to later phases.

3 Employing any risk management technique costs time and money, so its use should be justified by the potential benefits.

4 When selecting techniques the project team should bear in mind the benefits it is aiming to deliver through its risk management process. Techniques conducive to openness of communication are likely to be successful in achieving both hard and soft benefits.

5 Where qualitative and quantitative assessment techniques are used, risk management should be an internally coherent process, and project teams should ensure that there are connections between the two.

6 Risk management should also be integrated with other project disciplines, particularly those associated with leadership, planning and review. Techniques that are complementary to such disciplines are more likely than others to succeed.

**RISK IDENTIFICATION TECHNIQUES**

**Assumptions and constraints analysis**

Project definition and planning processes inevitably make use of a large number of assumptions. If these assumptions are recorded, they can be used to identify threats by assessing the probability that each assumption will be met and the impact on the project should the assumption be violated. Constraints can be assessed in a similar manner. In cases where there is a significant probability that a constraint could be relaxed or disregarded, opportunities may be identifiable.

**Checklists**

A checklist is a detailed aide-mémoire for the identification of potential risks. Checklists are usually generated by organisations to reflect the key issues that affect their environment. They are a useful means of preserving the lessons learnt from the occurrence of previous events and they can be incorporated into self-assessment processes or used as a safety net for reviews. However, projects frequently find themselves breaking new ground, so checklists should be used in combination with other more proactive risk identification techniques.

A weakness of checklists is that they can become either too exhaustive or too project-specific to be of practical use. The lists need to be managed to ensure that they gather lessons learned from previous projects in a format that is useful to ongoing and future projects.
Prompt lists
A prompt list is another form of risk identification *aide-mémoire*, but one that uses headings, usually related to generic sources of risks. The aim of a prompt list is to stimulate proactive and lateral thinking. Prompt lists are therefore a resource that can be used to support other techniques, such as brainstorming. They can also be included in plans or procedures to indicate the breadth of issues that risk management is concerned with. Prompt lists may be structured as a generic risk breakdown structure (see p. 100).

Brainstorming
Brainstorming captures risks quickly, and offers a means of raising enthusiasm for risk management across a team. It can also be used to engage project stakeholders in the risk identification process. An independent facilitator is normally used to ensure that the session is sufficiently well structured and maintains a good pace. Typically the output of a brainstorm is a list of risks, each described by a phrase or sentence indicative of the risk source.

Although widely used by projects, brainstorming sessions do have some limitations. Despite rules designed to encourage equality amongst the participants, the nature of the event can result in bias in favour of the extrovert. This is an issue over which the facilitator has to maintain control. It should also be made clear to the team that a brainstorming session does not mark the only opportunity for individuals to raise risks. As a project progresses, risks evolve and new risks emerge. Risk identification should be a continuous process, and, if this is not recognised, the output from a brainstorming session can dominate the risk register at the expense of new risks.

Interviews
Interviews are often used for risk identification when it is not practicable to commit a team to a single meeting. Interviews have many of the advantages of brainstorming and require a similar semi-structured approach, with the interviewer assuming the facilitator’s role. The disadvantages are that the process consumes more of the facilitator’s time and that opportunities afforded by the cross-fertilisation of ideas are more limited. However, some people are more comfortable with expressing themselves openly in a one-to-one situation, particularly if the interviewer is perceived to be independent.

Interviews can also be employed for risk assessment and the management of risk responses. However, interviews used for these purposes will be more structured. When interviews are used regularly, it may be convenient to use them to encompass all key elements of the risk management cycle. This generates a regular opportunity for the identification of new risks.
Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis

SWOT analysis comprises a breakdown of the strengths and weaknesses inherent in a project’s circumstances that give rise to opportunities and threats – that is, expose it to risk. SWOT may also be useful in risk planning by considering how the strengths and opportunities can be used to reduce the weaknesses and threats. A key advantage of using this technique may be that the project’s organisation already uses it for the dissemination of issues associated with other functions such as marketing and business development. Its use would therefore be consistent with integrating the risk management process with such functions, many of which are associated with activities in the earlier phases of projects.

Stakeholder analysis

Stakeholder analysis concerns the desirability of the objectives and key features of the project as perceived by each stakeholder. Risks may be identified where requirements are found to be in conflict. In a wide-ranging stakeholder analysis, stakeholders may include the customer, project teams, senior management, corporate management, subcontractors, operators, consumers, political organisations and the general public.

An important advantage of stakeholder analysis is that it can be applied to projects during their earlier phases. It can therefore be used to integrate risk management with the project management processes that produce statements of requirement.

Project monitoring

A project team might employ a variety of ways to monitor project progress. Progress reviews offer the opportunity for the identification of emerging risks, particularly on issues related to cost and schedule. The inclusion of risk as an agenda item for progress reviews can be a useful discipline and helps to integrate risk management with other project management strategies. If the project utilises earned value techniques, then the cost performance and schedule performance indices (CPIs and SPIs) are useful early indicators of emerging risk.

Nominal group technique (NGT)

NGT is a development of the standard brainstorming technique that is designed to offset the threat of group dominance by individuals. Participants are asked to record their perceptions of risk privately. The facilitator then asks each of the group, in turn, to nominate a unique risk. In this way, everyone has to contribute and the potential for intimidation is reduced. The technique can also lead into the process of risk assessment if, having derived a risk list, the group members are then asked to score each risk.
Tools and techniques

Delphi technique

The Delphi technique originated at the Rand Corporation as a means of predicting consequences of then-current policy decisions. The technique may be used for risk identification or assessment and operates by using a qualified group to gather and respond to opinion. An advantage is that it can be carried out remotely and/or anonymously – for example, by e-mail. This overcomes some of the logistical and group dynamics limitations of brainstorming, whilst retaining at least some scope for the exchange of ideas. However, the Delphi technique can be quite time consuming. Consequently, experience shows that too many rounds of data gathering can result in a high drop-out rate.

Technology readiness levels (TRLs)

Technology readiness levels (TRLs) are an approach to the assessment of technological maturity developed by NASA and increasingly adopted by other industries working in an environment of rapid technological change. A project’s technical solution can be assessed for its exposure to risk by determining the TRL for each system and subsystem. System components characterised by a relatively low TRL and an uncertain maturation plan can be identified as technology risks.

Peer review

It may be useful to engage an independent expert to review project plans and risks, particularly if the risk assessment founded on the identified risks is to be provided as evidence at a major project decision point. Peer review may also help to provide a final check for consistency in the risk identification process. However, care should be taken to involve the relevant team members so that peer review is not perceived to be a barrier to the aims of open communication.

Capitalising on a good risk management culture

A risk management culture embraces risk awareness and the willingness of all personnel to play an active role in risk-related processes. A good risk management culture is characterised by openness of communication, learning rather than blaming and a determination to tackle risks at source. One benefit of having such a culture is that risk-aware project personnel become accustomed to identifying risks as and when they become apparent. This is likely to achieve better results than any technique that relies on a planned activity, since risk reduction action is generally at its most effective when applied at the earliest opportunity.
QUALITATIVE AND QUANTITATIVE RISK ASSESSMENT

When focusing risk management, a project team should understand its purposes in carrying out risk assessment. If the main purpose of the risk management process is to add value by implementing actions proactively in response to risks, then the techniques for risk assessment should reflect the management realities of implementing actions. These include the following:

- Actions that address risk at source tend to be those that are the most effective.
- Secondary consequences of risk impact are often underestimated.
- Risks are more likely to be acted on if responsibility is allocated to individuals.
- Management time and budgeting dictate that actions have to be prioritised.

These practical realities set the agenda for qualitative risk assessment techniques.

Project stakeholders may also require that risk assessment be used for the production of risk-based forecasts of outcome variance or to support specific decisions with a quantitative analysis. If so, the project will select quantitative risk analysis techniques designed to address the questions posed. Many of the quantitative techniques described in this chapter also have the advantage of combining information on risks and uncertainties in a manner that models the overall risk to the project. In doing so, they provide different approaches to the identification of sources of project risk that overcome the limitation of analysis based on individual risks.

QUALITATIVE RISK ASSESSMENT TECHNIQUES

Probability assessment

Probability is usually one of the two dimensions used to assess the size or importance of a risk (the other dimension being impact). The risk probability is the estimated likelihood of the risk event occurring and is typically recorded as a percentage or as a range (for example, 20–50 per cent) denoted by a word indicating its significance (for example, ‘medium’). In cases where risks are associated with events that are more or less inevitable, a project could choose to use ‘frequency of occurrence’ as an alternative measure to probability.

In some applications of risk management it is recommended that threats with a high probability (say, over 50 per cent) are managed as issues on the assumption that they will occur. The reciprocal probability that they will not occur is acknowledged as an opportunity. In other applications, the simpler approach of allowing risks to have higher probabilities (say, up to 90 per cent) is adopted. Yet another approach is to allow events with an estimated
probability of 100 per cent to be also managed as risks, but only if there is a significant variance in their outcome. However, all risk management processes assume that problems or non-compliances in which there is little or no uncertainty will be treated as issues rather than risks.

Impact assessment

Risk impact is an assessment of the consequences to the project’s objectives should the risk occur. It is common practice to assess impact against several different categories. On projects the risk impact categories will include timescale, cost and product, but they may also include other types of consequence such as commercial reputation, revenue, effect on operations and safety. Risk records often include a classification of risks by impact bands (for example, high, medium, low). In order to produce this data a project team has to define a classification rule set (risk criteria) for each impact type that is relevant.

The word ‘impact’ may be used to refer to either the adverse consequences of a threat-related risk or to the beneficial consequences of an opportunity. However, some users prefer to reserve the word ‘impact’ for threats and use the word ‘benefit’ to describe the consequence of an opportunity.

Risk descriptions/meta-language

Effective risk management requires that the source of each significant risk be understood in a way that facilitates the identification of proactive responses. Carefully structured and well-thought out risk descriptions can provide an important contribution to this aim. Typically, risk descriptions should include a statement of the underlying circumstances that expose the project to risk, the factors that could make a difference to whether the risk occurs and, should it occur, the extent of risk impact/benefit, and, finally, a description of the consequences. Risk meta-language provides a structure with which these elements of a risk description can be linked.

Influence diagrams

The occurrence of a risk often has a number of secondary effects. The use of influence diagrams can often help to identify these, thus leading to a more complete assessment of risk impact. They may also be useful for understanding the risk source, thus leading to the development of effective mitigation action. Using techniques like influence diagrams to trace back the source of risks is sometimes referred to as root cause analysis.

Influence diagrams can also form the structure for quantitative risk models in which the risk associated with a project target (for example, price or productivity) is analysed as the consequence of a number of input variables. Such models can detect the key influences on project outcome and allow the effects of uncertainty to be determined. The discipline of
systems dynamics uses techniques such as this and, although a fuller explanation of systems dynamics is outside the scope of this Guide, the potential for its deployment within a risk management process should not be discounted.

Risk breakdown structures

A source-oriented risk breakdown structure is an hierarchical approach that recognises that risks can be identified and assessed at a number of levels. Assessment of a higher-level or generic risk may show that factors that influence its probability of occurrence, and the extent of its consequences may themselves be managed as discrete risks. These lower-level risks might then be broken down further in order to improve the focus of actions designed to control them. Organising risks in a hierarchy that recognises these relationships may have a number of advantages. One of the chief benefits is that it encourages a project team to understand the nature of its risks and the common threads that they have. Risk breakdown structures can also provide a useful tool for risk identification and a structure for risk ownership, leading to effective management of project risk at a strategic level as well as the management of individual risk events.

Probability-impact (P-I) matrices

P-I matrices are a technique used for the ranking of risks in order of significance. The assessments made for risk impact and probability are each determined against a scale whose increments are tailored to the project’s size and environment. Typically, such scales are divided into five ranges labelled ‘very high’ to ‘very low’, or three ranges labelled ‘high’ to ‘low’. Depending on its position on the P-I matrix, a risk can then be compared to others and ranked in order of significance.

There are a number of different ranking schemes for the cells in a P-I matrix. Most schemes are weighted towards impact rather than probability. Thus a low-probability/high-impact risk would be ranked above a risk that had a high probability but a low impact. However, there may also be projects for which the reverse would be more appropriate. The degree to which impact is weighted also varies. For example, if impact on safety is a key risk issue, there might be a relatively large bias towards impact. The P-I parameters and ranking scheme should therefore be project-specific and agreed between all stakeholders before risk assessment commences.

Risk improvement potential

Risk improvement potential is an assessment of the extent to which the probability, impact or the impact window of a risk can be changed. Risk improvement potential is usually expressed as high, medium or low. The purpose of
risk improvement potential is to direct risk management effort cost-effectively. For example, a risk with high impact and medium probability would rank high on a P-I scale for attention. However, if its improvement potential is low, it would be given a lower priority than a risk with the same P-I score but a higher improvement potential.

There may also be merit in taking into account low improvement potential when reviewing risks at project approval decision points. If threats with high impact and high probability have low improvement potential then the project’s feasibility may need to be reviewed unless a strategic approach to risk reduction is possible.

Risk impact windows and bubble diagrams

Bubble diagrams are a graphical technique for illustrating risk prioritisation. Risks are plotted on a graph as bubbles, whose areas (or colours) illustrate the estimated size of impact. The x-axis shows the time at which the risk could start to impact (the start of the risk impact window) and the y-axis shows risk probability. The format is designed to combine the probability and impact dimensions with that of time, and the viewer’s attention is drawn to high-impact risks towards the top left-hand corner of the graph.

The weakness of this approach (and with the use of risk impact window approaches to risk prioritisation in general) is that, in many cases, the opportunity to manage a risk proactively may pass a long time before the start of the impact window. For example, the best opportunity to manage a risk that impacts on the integration of a complex system could occur during the system design stage. It may therefore be preferable to use the alternative approach of identifying windows of opportunity for management.

Expected value

An expected value is the best estimate of what should happen on average (that is, the mean outcome for cost, activity duration and so on). The expected value for a probability distribution function is calculated by multiplying all possible values by their probabilities. Expected values may be cumulative, particularly in the case of costs, but there may be factors involved that prevent this from being the case. For example, there may be overlaps or omissions inherent to the probability distributions being summed.

Risk register

A risk register provides a standard format in which to record risk information. As a minimum for each risk this information is likely to include the description, causes, probability, impact, mitigation actions, fallbacks, status and the names of individuals with responsibility for the risk’s management. Depending on the risk management techniques selected, other data are also likely to be maintained, as appropriate.
Although a risk register can be maintained manually, most risk practitioners are likely to use a risk database tool for this purpose. Such tools may be designed for a stand-alone PC or designed for concurrent use by users linked through a network. Advice on selecting database tools is contained in the risk database tools section later in this chapter.

Project roll-up indicators (black/gold flags and traffic lights)
For project environments in which the users of risk information work at different points in the management hierarchy, a system may be required that combines risks in order to summarise them at the higher levels. This can be achieved by introducing a breakdown structure to the risk register by using parent–child relationships to show which risks should be combined at the higher levels. Processes that roll up risks into summarised form often include traffic light indicators (red = high risk, amber = medium risk and so on) that can be tailored to individual responsibility thresholds. Black flags are used in a similar way and denote groups of risks that, collectively, result in a high threat. Likewise, gold flags are used for groups of risks that result in a high opportunity.

QUANTITATIVE RISK ASSESSMENT TECHNIQUES
Probability distribution functions and three-point estimates
Many quantitative risk analysis techniques require probability distributions to be defined for the input parameters such as activity duration, cost, resource availability, risk impact and so on. Probability distribution functions can be continuous (for example, uniform, triangular, Beta PERT) or discrete (to represent alternative possible outcomes).

The uncertainty associated with non-uniform continuous probability distributions is often represented by three-point estimates (optimistic, most likely and pessimistic values). The estimate of these three points for each parameter in a quantitative model is therefore an important factor in achieving an accurate and reliable analysis.

Since the scenarios that correspond to the optimistic and pessimistic estimates may be significantly different to that which underlies the most likely value, good three-point estimates require an estimating strategy that is based on contingent thinking. The three-point estimating process can therefore often contribute to a deeper understanding of uncertainties and risks. In contrast, three-point estimates derived by an arbitrary plus/minus percentage around a planned value are often the source of poor quality input data for quantitative risk models.

First-pass (minimalist) quantitative models
First-pass quantitative models should be designed to identify which aspects of the project have the greatest influence on the overall project risk. This
will focus further detailed assessment on areas of the project that will make
the most difference if proactively managed. A minimalist approach to first-
pass models may be constructed with simple probabilistic calculations
concerning the uncertainties associated with key project drivers. This can
make the first cycle of the risk process relatively short, whilst identifying a
structure for more complex models requiring techniques such as Monte
Carlo analysis.

Monte Carlo analysis
Monte Carlo analysis is a widely practised technique for quantitative risk
analysis. For projects, the most common subjects for such analysis are the
overall project cost and timescale. Single values for activity duration and
cost are replaced by distributions based on estimations of uncertainty. The
Monte Carlo process then simulates the project with multiple iterations to
determine the probability distribution for the outcome cost or duration of
the overall project or the achievement of a milestone. Data from Monte Carlo
results can also be used to focus management attention on key programme
risk issues.

Monte Carlo analysis is a powerful technique, but it does demand careful
preparatory work. The quality of input data is critical to the reliability of the
results. Construction of the project risk model and the collection of realistic
risk estimates are activities that require experience, time and (if the results
drive major decisions) the involvement of an independent party. A project
should not expect to develop a detailed Monte Carlo risk model on its first
pass of the risk process.

Correlation/statistical dependencies
When creating risk models, it is necessary to recognise that, in practice, there
will be correlation between activity outcomes. In most cases there is a posi-
tive correlation, so that if some activities cost more or take longer than
expected others will also tend to do so. Likewise, activities whose outcome is
more favourable than expected often indicate a tendency for other activities
to follow suit. Causes of this phenomenon include features of the project that
are common to all activities (such as a common resource pool), detailed inter-
relationships between activities that cannot be explicitly modelled and the
effects of secondary risks (risks triggered by the occurrence of other risks).

Failure to simulate correlation between activities in risk models leads to
analysis results that forecast an unrealistically low variance in outcome. Selection
of the quantitative risk analysis tools should therefore take into account
the ways in which correlation (or statistical dependencies) will be simulated.

Pre- and post-response assessments of probability and impact
A project may maintain assessments of probability and impact for the eval-
uation of risks both pre- and post-response. The pre-response assessment is
based on a scenario in which the risk is accepted, and thus no specific response is made to reduce its effects. The post-response assessment is made to estimate the risk’s effects based on a scenario in which the planned responses are implemented. The difference between the pre- and post-response assessments can thus be interpreted as reflecting the expected value of the planned responses.

Projects that use this extension to the techniques of probability and impact assessment do so in order to improve their understanding of the value that is being added by the risk management process and to quantify the assessed risk improvement potential (see p. 100). When managing contingencies, projects may opt to be guided by the evaluation of overall risk calculated on a post-response basis. This would have the advantage of increasing the project’s competitiveness. However, this strategy may prove to be too aggressive unless the risk management process has a high level of maturity. Furthermore, if using this approach, the project must ensure that the implications of risk responses are included in the planning process. This makes the risk management and planning processes more complicated, so the project must decide whether or not the overhead involved is worth bearing.

Decision trees

A decision tree is a quantitative method of modelling a project showing the possible effects of each project decision given the prevailing project status and associated risks. Each outcome is assigned a probability of occurrence allowing the most probable outcome to be determined. Alternative actions can be explored in order to identify the most beneficial outcome.

Sensitivity analysis

Sensitivity analysis seeks to examine the sensitivity of a model to individual parameters, risks or options for the project solution. This can be done deterministically by changing one parameter to reflect the estimated boundaries of uncertainty (for example, by changing the productivity rate to ±10 per cent or ±30 per cent). In this way the sensitivity of the outcome is calculated as a function of the modelled variable.

Sensitivity analysis may also be applied to quantitative risk models, including those based on Monte Carlo analysis, decision trees and influence diagrams. A fuller explanation of how sensitivity analysis can be used in combination with Monte Carlo techniques to compare the risk efficiency of project solutions is included in the Appendix and also illustrated in Figure 4.3 (p. 37).

Knowledge-based risk assessment

There are a number of risk assessment models that use a knowledge base formed from data arising from previous projects. These models interrogate
the knowledge base using a set of generic questions or variables related to the nature of the project and its environment. A key advantage is that assessments can be made during the earliest phases of a project, during which there may be insufficient information to use more conventional techniques. Used in this way, such risk models can also be used as an early aid to risk identification, since the generic questions or variables can be likened to prompt lists or checklists.

However, although the assessments themselves can be performed quickly, the compilation of a knowledge base requires considerable time and commitment. In addition, a knowledge base acquired within one industry or company is never wholly applicable to another. Knowledge-based risk assessment systems have therefore not yet become widely available.

**RISK RESPONSE TECHNIQUES**

Risk response is the process of translating risk assessment information into actions. The processes of risk identification and assessment provide data that improve the predictability of project outcome and identify key areas for management attention. However, unless such data are acted upon, much of the opportunity to add value through risk management will be lost. In the risk management process, risk control is delivered through the Plan Responses and Implement phases (see Chapter 4).

Risk management decisions are almost always characterised by choice, even if one of the options is to do nothing. But to exercise the widest choice, it is first necessary to recognise the range of options that are available. A common weakness with project risk management processes in practice is that the action taken is the first reasonable idea that occurs to the person responsible. The risk control techniques described in this section are strategies aimed at prompting an open-minded approach.

Risks may have either adverse or beneficial consequences for the objectives of the project. Risks with an adverse consequence are referred to as threats, and risks that involve a potentially beneficial consequence are referred to as opportunities. Whilst similarities can be drawn between the risk control techniques used for threats and opportunities, there is a difference between the two in terms of the language used to describe actions that can be taken in response to them.

In the case of threats, responses should be implemented that reduce the effect of the threats to the extent that the consequences of response actions do not exceed the likely value of risk reduction. In the case of opportunities, the project should aim to improve one or more of the project objectives in such a way that the cost and implications of the response actions do not exceed the likely value of improvement. The aim of risk control should be to produce a risk-efficient overall project solution.

A risk-efficient solution will not eliminate all threats or realise all opportunities, so plans must be made to manage the outcome of any residual risk.
Figure 8.1 Mirror-imaged summary of risk response strategies
For threats, a fallback plan will be carried out to minimise the negative impact and, for opportunities, an exploitation plan will be carried out to maximise the positive impact if the opportunity should occur.

Figure 8.1 is a mirror-imaged summary of the approaches that can be used for risk response.

**Threat avoidance**

Some threats can be avoided by changing objectives or practices so that the cause of the risk can be discounted. For example, a technical threat might be avoided by changing the specification for one of the project’s products or a subcontract threat might be avoided by removing a high-risk company from the tendering process. The utility of threat avoidance is limited by its impact on the project objectives – for example, the consequences of avoiding some threats could be unacceptable to stakeholders. Threat avoidance may also reduce the overall risk efficiency of a project solution, so it should be formally reviewed.

The limitations of threat avoidance reflect the fact that risk is inherent to all projects. Indeed, if a project was truly free of risk, it could be fairly criticised as being too cautious or uncompetitive.

**Opportunity exploitation**

Exploiting an opportunity involves changing the project scope in order to achieve a beneficial outcome for one or more of the stakeholders. If all stakeholders are likely to benefit, this would be a ‘win–win’ decision, and opposition to such change might be correspondingly low. However, it may be possible to exploit certain opportunities that benefit only one of the stakeholders. Situations like this tend to occur when one aspect of risk exposure has been completely transferred. For example, if a customer has placed a fixed-price contract, it will have transferred all its cost risk to its contractor. If the contractor is able to exploit an opportunity to reduce cost without impacting on the risk retained by the customer (for example, time and product quality), then it would be reasonable for the contractor to exploit the opportunity unilaterally.

An opportunity option is a planned extension to the project scope that would be of benefit should the circumstances of the project evolve in a certain way. As with fallbacks of the kind that change the project solution, options should be formally reviewed at planned points. Project approval often marks the point at which stakeholders become more reluctant to accept changes to scope. For this reason, opportunities are more likely to be exploited successfully before this point. The pre-approval period is therefore often characterised by a drive to maximise the exploitation of opportunities. As a consequence, after project approval the effect of threats on project risk usually outweighs the potential for opportunities.
Reduction of threat probability

Responses that reduce the probability of a threat’s occurrence usually require that the risk be tackled at source. Such actions are therefore preventive rather than palliative, and they can be an effective option for risk control. However, the implementation of preventive action usually requires an investment of cost and management time, and this should be justified by costs versus benefits considerations – that is, the cost of implementing the action should be less than the reduction in the risk’s expected value.

Enhancement of opportunity probability

Enhancing the probability that an opportunity can eventually be exploited requires a proactive response; such a response might be either strategic or tactical. An example of a strategic response would be a decision to develop a design in-house, rather than to subcontract it, in order to retain greater control over future enhancements. Tactical responses involve the identification of improved methods for project delivery. For example, it may be possible to optimise human resource allocation on a project to increase the probability of reduced cost, or to increase parallel development to increase the probability of an earlier finish to the project stage.

Reduction of the negative impact of threats

Responses that reduce the impact of threats may be either proactive or reactive. The nature of proactive responses is usually concerned with preserving flexibility in the project solution, thus making the project more robust in its ability to absorb adverse events. Flexibility might be maintained by preserving margins within the product design or creating programme flexibility through contracting options or activity sequencing and the like. Proactive control actions are carried out before the threat occurs.

Reactive responses are designed to limit the consequences when the risk occurs. In such cases the response time is key to the effectiveness of risk impact reduction. It is therefore important to define a trigger upon which these reactive responses will be invoked.

Reactive risk reduction responses include increased management attention, the diversion of resources and the prevention of risk impact spreading to other consequences. However, it should be noted that there may be conflicts between these approaches. For example, if resources are diverted to reduce the impact of a certain risk, this is likely to have secondary adverse consequences. In general, proactive approaches produce a more effective control over risk than an exclusive reliance on reactive approaches, which is why it is important for the project’s risk assessment processes to be designed to understand the nature of risk at source.
Enhancement of the positive impact of opportunities

Responses that increase the positive impact of opportunities may be proactive or reactive, in the same way as threat reductions. Proactive enhancement may include arranging recognition or payment for early delivery, planning for possible availability of a deliverable earlier than expected, planning for the use of resources available earlier than expected and exploiting the publicity potential of positive impact (for example, advertising early delivery, completion under budget and so on). Reactive enhancement includes implementing any plans or provisions made in advance or redeploying resources as they become available. In general, as for the reduction of negative impact of threats, proactive approaches produce a more effective control over risk than reactive ones, whether planned or unplanned.

Responses that affect both risk probability and impact

The distinction between the effects of responses on probability and impact is a useful prompt. It also provides a logical means of relating the selection of actions to risk assessment information concerned with the source of risks. However, many risk reduction and opportunity enhancement actions tackle both probability and impact. Examples include taking steps to ensure the retention of key resources, implementation of realistic incentives and improvement of the frequency and quality of communication.

Fallbacks

A fallback is a plan of action that would be implemented either if a risk event occurs or if the level of a risk becomes sufficiently unacceptable for an alternative solution to be preferred. A fallback of the former kind is a reactive response designed to minimise risk impact, as described under ‘Reduction of the negative impact of threats’ above. This kind of fallback may be associated with trigger dates or trigger events that are recorded in order to ensure that the action is implemented in a timely manner.

The second kind of fallback would, if implemented, change the project scope by changing the project solution so as to avoid a threat. Activating the fallback plan would therefore require a decision. This kind of fallback may therefore be associated with a fallback decision point – a date or event on which a decision should be either made or formally deferred. This kind of fallback tends to be more prevalent in the early phases of projects, when there are fewer constraints on the project solution. Experience has shown that the use of fallback decision points can be a very useful tool during such phases.

Opportunity realisation

The realisation of opportunities ensures that potential improvements to the project objectives are delivered. For instance, if there is an opportunity to
complete a project task early and release resources, the realisation of that opportunity would be to begin another task early or deliver that task at reduced cost, depending on the priorities of the project objectives.

Risk transfer and share
Risk transfer involves passing on the responsibility for bearing the impact of a threat to another party. Risk transfer may result in an overall reduction to the level of project risk if the party to whom risk is transferred is more capable of managing it. For example, a subcontractor may be used because of its expertise or resources. In some cases, the project strategy may be fundamentally driven by decisions concerning risk ownership. For example, Private Finance Initiatives (PFIs) are based on the principle that, by buying a service, a government organisation can transfer the risks associated with delivering the associated infrastructure to the private sector.

However, it is usually not possible, or even desirable, to transfer risk completely, so risk transfer requires a balanced approach that leaves residual risk on both sides. Methods that can be employed for achieving this balance are generally contractual and include liquidated damages, risk-sharing joint ventures, warranties, performance bonds and long-term support.

Some contracting strategies require particularly careful attention to risk ownership and sharing. For example, the target cost/incentive fee (TCIF) approach is designed to motivate stakeholders from the perspective of both threats and opportunities. For this to work effectively the target price must be based on a realistic expected project cost. Private/government partnerships should also be founded on a clear understanding of which party should own or share risks of different types. When risk is transferred or shared, the guiding principle should be that responsibility for bearing the consequences of risk should fall on the party that is best able to influence the risk outcome.

Insurance and other financial products
Insurance is a specialised form of threat transfer that is appropriate to providing financial cover for events that are outside the project’s control. Typically, the threats covered will have a low probability, but high impact. Insurance plays an important role in financial planning, by allowing contingencies to be operated at a level that does not have to include provision for disaster.

Financial products based on derivatives may be used to play a similar role to insurance. These may be used to provide guaranteed boundaries for exchange rates or material prices.

Pooling risk
A company or organisation may opt to self-insure for certain threats rather than purchase financial protection. The viability of this strategy will depend on factors such as the size of the organisation, the number of projects that it
supports and the type of risks involved. If this approach is adopted, projects may participate in a risk pool with other projects. The exposure of each project to risk events that are covered by the risk pool would be calculated at a project level, but the financial cover would be held centrally across the portfolio of projects.

Investment aimed at achieving benefits external to the project

In cases where the project’s purpose includes the development of opportunities that are of wider benefit, one or more of the stakeholders may wish to invest in the project by accepting lower levels of profit or contingency in order to fund the exploitation and realisation of opportunities. This would be a rational explanation for the project having taken on an exceptional degree of risk and should be recorded in the project business case. The stakeholders concerned would be responsible for taking this into account when managing the overall risk associated with their project portfolio.

Risk acceptance

Where there is no acceptable or economically viable approach to threat avoidance or reduction, residual risk has to be absorbed and its consequences managed. Time impact may be managed by planning strategies that prevent high-risk activities from being close to the critical path, although this is often not possible. Provision for cost impact should be planned within the budget for financial contingencies. The project should also consider the impact that acceptance of threats will have on its stakeholders and advise them accordingly. Failure to disclose the nature and extent of project threat can lead to loss of trust, which can have long-term adverse commercial consequences.

RISK MANAGEMENT AUDIT TECHNIQUES

Typically risk management audits take one of the following forms:

- verification that a risk management process is being applied as planned
- a capability audit to assess the effectiveness of the risk management process
- a due diligence audit to evaluate the exposure of stakeholders to overall project risk.

This section summarises each type of audit in turn and briefly describes the skills, tools and techniques required.

Risk management verification audit

The most basic type of audit is that which verifies whether or not the risk management process is being applied as planned. The baseline for assessment is the risk management plan, and the data collection techniques could
include interviews with project personnel, inspection of risk reports and monitoring trends shown by metrics (such as the frequency with which risks are reviewed). This type of audit may be performed by anyone who is familiar with the risk management plan, but the conclusions are more likely to be accepted if the auditor has a degree of independence from the project.

Risk management capability audit

A capability audit should check not only that the risk management process is being applied as planned, but that it is also based on best practice tailored to the needs of the project. Audit data might be collected in a similar manner to the audit data collected for a more basic type of audit as described above. However, this type of audit requires specialist risk management expertise, since the focus of interest should be on how the effectiveness of the risk management process itself can be improved. The tools used to identify such improvements might include reference to best practice guidance (such as the PRAM Guide) and/or a risk maturity model.

A project team may wish to conduct its own internal review of capability, without independent assistance. Self-assessment or team workshops would provide a suitable approach to this activity. Provided that a constructive atmosphere is maintained, this will also help to improve the team’s risk management culture. However, it would be incorrect to label such an activity as an audit. The term risk management process ‘healthcheck’ is more appropriate.

Risk management due diligence audit

Due diligence audits are usually sponsored by stakeholders at critical decision points, in order to provide assurance that the project’s exposure to risk is within acceptable limits. This type of audit should include an assessment of the capability of the risk management process itself, but should also be extended to examine the integrity of all the related processes and data. In particular, it should include a critical examination of the major risks, and consider any influences that motivation or conflicts of interest might have on estimating bias. The due diligence auditor must be able to combine specialist risk management skills with experience in the type of project concerned. They must also have sufficient independence from the project for stakeholders to have confidence in the conclusions and recommendations.

Risk maturity models

A risk maturity model provides a structured approach to assessing the capability of a risk management process. A number of models have been developed, most of which recognise four discrete levels of risk management maturity. The deployment of some of these models has now been sufficient to show that they can help organisations to:
Tools and techniques

- benchmark the risk management capability of their projects
- identify prioritised actions and achievable targets for process improvement
- identify areas of weakness or strength that are common to the organisation’s projects
- identify projects that have points of excellence for other projects to learn from.

The four levels adopted by most risk maturity models can be compared to the five levels defined by the Software Engineering Institute (SEI) capability maturity model, from which most maturity models claim some degree of ancestry. The absence of a fifth level for risk maturity models is generally justified by the difficulties that might be faced by an organisation that tried to achieve perfection in every individual aspect of its risk management process. Achieving the peak of excellence in several aspects of a risk management process simultaneously might lead to some benefits being cancelled out. For example, a risk management process that requires the maintenance of a great deal of information might prove to be insufficiently flexible to facilitate rapid risk responses. In practice, risk management is but one of a number of project management processes and should only be carried out to the extent that it adds value.

RISK MANAGEMENT TOOLS

Having selected a combination of risk management techniques, a project should turn its attention to the tools that it will use to undertake the processes involved. This section describes the various types of risk management tool that are in common use. In each case there are a number of commercial products available on the market. However, it is not the policy of the PRAM Guide to recommend any particular product. Instead, the notes are provided against each type of tool to indicate their functionality and help users discriminate between different products.

Risk databases (single PC applications)

The purpose of a risk management database tool is to maintain and report on the records arising from risk identification, assessment and control. These contents are often referred to as the risk register. As a minimum, the database should include all the risk register fields noted in the Appendix.

It is possible for projects to develop their own database tools. The simplest approach is to develop a template using a spreadsheet or word processor. However, the cost of professional stand-alone risk database tools is relatively low, and in most cases they are likely to provide better value for money.

A professional tool should allow the user to define the criteria used by each project to define the probability and impact criteria. In addition, reporting should be supported by a flexible approach to sorting and filtering data. Further to this, projects should consider the ways in which the database
supports the following five points. These have been listed in their likely ranking of importance.

1 **Communication.** A database maintains records, but its most important practical function is to facilitate communication on risk issues. Indeed, without the presence of good communication, the risk data itself is likely to be of poor quality. Accordingly, the project should take care to understand who will require risk information, what information they need and how it is best presented.

2 **Action tracking.** The implementation of responses to control risk is likely to be the primary purpose of the risk management process. It follows that the database and reporting mechanisms should facilitate the way in which responses are selected, allocated and reviewed.

3 **Financial control.** Where risk data is used for the calculation and control of financial contingencies, the risk database should be capable of handling the relevant data. This could include the potential cost of risk impact, the cost of risk responses, the expected cost of risk impact post-response and information that supports the rationale for such data.

4 **Integration with quantitative risk management.** A risk management database is primarily a tool for the management of qualitative risk data. However, if techniques such as Monte Carlo analysis are also used by the project, then much of the underlying data for quantitative analysis should be present in the risk database. Similarly, it may be appropriate to use results emerging from quantitative analysis for reporting and prioritisation sorting purposes.

5 **Electronic compatibility.** Software compatibility with other reporting tools may be an important issue. The most common requirement is for ease of importing into word-processed documents. This may in itself be an important aspect of the use of risk reports for communication.

Use of a stand-alone PC database is likely to suit the purposes of smaller projects. The main drawback is the lack of concurrent write access. This is no problem if data entry and report generation is restricted to a single individual, but it becomes increasingly inefficient if several users are involved. Larger projects and project-based organisations may find that a specialist networked risk database tool is required.

**Risk databases (Internet/intranet tools)**

Risk database tools that make use of either the Internet or an intranet allow risk data to be viewed and/or changed concurrently by a number of users. This can be a very significant advantage for communication, particularly within large organisations, or in circumstances where the users are geographically dispersed.

For many large organisations an important tool selection factor is the integration of project and business risk management processes. Guidance for companies listed on the London Stock Exchange, issued by the Turnbull
Committee in 1999, makes a number of recommendations in respect of the ways in which they should oversee the management of risk. For project-based companies this has created the requirement for a process that assimilates, rationalises and promulgates risk data to all levels within the company. Some Internet risk tools are able to assist in this process by allowing users access to a common risk database, and giving them views of the data that are tailored to the scope and level of their responsibility.

A significant drawback to the use of networked risk tools is that of cost. The purchase cost of such tools is many times greater than that for an equivalent product designed to run on a stand-alone PC. Added to this, there are training, maintenance and IT infrastructure costs. Rolling out a new network-based risk management tool is therefore a major undertaking.

Another factor that should not be underestimated is the effort required to gain sufficient buy-in from all personnel who will be expected to use the tool. Ideally, everyone on the project who has direct involvement with the risk management process should regularly use the tool to record, maintain and review risk data that is relevant to their work. Project personnel who are actively engaged with the risk management process in this way are much more likely to be committed to maintaining realistic assessments and implementing risk responses. Giving write access to project personnel also reduces the time spent by the risk analyst on data entry. However, experience shows that it takes a lot of time, training and commitment to achieve this level of participation. At a minimum, the risk analyst would still need to provide regular guidance on the quantification of risks, since experience shows that this is an area in which the idiosyncratic approaches taken by individuals produce very inconsistent data.

Despite these drawbacks, the act of installing access to risk data on every relevant person’s computer can have a very beneficial effect on a project’s risk management culture. For a very large project or project-based organisation, the variance produced by risk is likely to have substantial cost implications, so the cost associated with providing an effective risk management tool may be small in comparison. Thus, provided that factors that are concerned with utility and ease of use are addressed, a networked risk database tool has the potential to add economic value.

As a guide, the following lists of features and functions is provided to indicate the selection criteria that might be used when procuring an Internet-enabled risk database tool. They have been listed in an order of priority that is consistent with the importance that usability has to the achievement of added value.

**Technical features**

1. Compatibility with the project’s IT environment, including security constraints
2. Robustness/reliability of software
3. Ease of use and speed, including conditions under which the tool is being heavily used – ability to locate, sort and filter quickly; ease of data entry
4 Clarity of the user interface – ability to see associated relevant data on one screen
5 Minimisation of bespoke features
6 Control of access rights for read and write
7 Flexibility provided by project-definable fields (used for classification, sorting and filtering of risks)
8 Clarity of reports/ease with which bespoke reports can be created and maintained
9 Commonality of tool with potential customers (for example, to form a joint risk register, or to facilitate reporting)
10 Ability to export data to other tools for further analysis or reports (usually involving export into Excel or Word)
11 Ability to export information and reports for electronic distribution
12 Automated recording processes for history
13 Concurrent access from geographically dispersed sites

Risk functionality

1 Effectiveness of the risk response functions as an action items database
2 Ability to rank risks for reports (using the P-I matrix approach and others)
3 Facilitation of the management of both opportunity-and threat-based risks
4 Project-definable criteria for probability and impact (up to five by five classification); automated classification of probability and time and cost impacts as high, medium and so on, dependent on the values of the values entered and project definable criteria
5 Flexible filtering to focus on groups of risks or mitigation actions; ability to combine filtering with risk ranking
6 Ability to relate risks to project defined hierarchies including work, organisation and cost breakdown structures (WBS, OBS and CBS)
7 Traffic lights function to indicate risk severity, aligned with user definable ‘pain/gain thresholds’
8 Interested parties fields and facilities for enhancing communication
9 Process for the control of approval status for new and ongoing risks
10 Maintenance of data used for quantitative risk analysis, including correlation data and three-point estimates for cost and schedule impact
11 Facilitation of the management of issues
12 Ability to interface with other project management tools as desired
13 Ease of integration with the selected quantitative risk analysis tool

Monte Carlo analysis tools

The techniques used for Monte Carlo analysis are explained in greater detail in Appendix A3.3. At the most basic levels, the process requires that an outcome for each activity (for example, cost or duration) in the risk model be
assigned a probability distribution function. Typically, this is defined using a three-point estimate. However, realistic simulation will normally require that some or all of the following features are included in the risk model:

- differentiation between the variable outcomes of planned activities and risks for which there is a probability of occurrence associated with a variable ‘step change’
- statistical dependencies to simulate correlation between activity outcomes
- use of different probability distributions within the same model
- stochastic (probabilistic) branching.

Experience shows that that failure to use these features as and when appropriate produces analysis results that understate the realistic levels of overall project risk. Some of the reasons for this are explained in Appendix A3.3. The project should therefore take time to understand why and how it will use Monte Carlo analysis, and how this might affect its selection of the tool.

Most tools designed for Monte Carlo analysis fall into one of four categories:

1. specialist risk analysis tools that can be used to run Monte Carlo simulation
2. tools that are able to extract data from common planning tools and put them into a format that is suitable for analysis using a specialist Monte Carlo analysis tool
3. risk database tools that include a Monte Carlo analysis package
4. planning tools that include a Monte Carlo risk management function.

Specialist risk analysis tools tend to have a superior functionality as compared to planning or database tools that include a risk analysis function. Some are also much better suited to the production of graphical reports. This has created a demand for tools that are able to extract data from planning tools or databases and put it into a format (such as a spreadsheet) that can be handled by a specialist Monte Carlo tool. Tools of the type listed as (1) and (2) above are therefore often used in combination.

However, there is a wide range in the capability and utility of Monte Carlo functions offered by different planning and database tools of the types listed as (3) and (4) above. The tools that a project has selected for its project planning and risk database management might therefore already have all the Monte Carlo functionality required. In this case there would be no good reason for buying an additional specialist Monte Carlo risk analysis tool.

Despite this, the advice of this Guide is that the project should choose its tools for planning and risk database management primarily on the basis of their suitability for the processes that they serve. The presence of an integrated Monte Carlo analysis function is usually only a secondary advantage, and some integrated tools may not have sufficient functionality to produce a realistic evaluation of overall project risk.
APPLICABILITY OF RISK TECHNIQUES

This chapter has described some of the most common techniques for the identification, assessment and control of project risks. The techniques for risk control are potentially applicable at any stage in any project. However, a project will normally only select a subset of the identification and assessment techniques described. This selection should depend on the considerations listed at the start of this chapter and should also take into account factors such as project size and the requirements of its stakeholders. In addition, the project should adopt an audit strategy that provides assurance that the process is effective. Accordingly, this chapter concludes with a summary of the applicability of each identification, assessment and audit technique. This summary is shown in the Tables 8.1 to 8.3 below.

Table 8.1  Risk identification techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Also used for:</th>
<th>Applicability</th>
<th>Resources</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Risk</td>
<td>Risk</td>
<td>Pre-project</td>
<td>Post-project</td>
</tr>
<tr>
<td></td>
<td>assessment</td>
<td>control</td>
<td>approval</td>
<td>approval</td>
</tr>
<tr>
<td>Assumptions analysis</td>
<td>P</td>
<td>L</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>Constraints analysis</td>
<td>P</td>
<td>L</td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td>Checklists</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>G</td>
</tr>
<tr>
<td>Prompt lists</td>
<td>N</td>
<td>N</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>Brainstorming</td>
<td>L</td>
<td>N</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>Interviews</td>
<td>G</td>
<td>P</td>
<td>P</td>
<td>G</td>
</tr>
<tr>
<td>SWOT analysis</td>
<td>L</td>
<td>P</td>
<td>P</td>
<td>L</td>
</tr>
<tr>
<td>Stakeholder analysis</td>
<td>P</td>
<td>L</td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td>Project monitoring</td>
<td>P</td>
<td>G</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Nominal group technique</td>
<td>L</td>
<td>N</td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td>Delphi technique</td>
<td>L</td>
<td>N</td>
<td>P</td>
<td>L</td>
</tr>
<tr>
<td>Technology readiness levels</td>
<td>P</td>
<td>L</td>
<td>P</td>
<td>L</td>
</tr>
<tr>
<td>Peer review</td>
<td>L</td>
<td>N</td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td>Reporting by team members</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>G</td>
</tr>
</tbody>
</table>

G = Good – strong application.  
P = Potential application.  
L = Limited application.  
N = Not applicable.  
H = High resource requirement.  
M = Medium resource requirement.  
L = Low resource requirement.
## Tools and techniques

### Table 8.2 Risk assessment techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Also used for:</th>
<th>Applicability</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Risk identification</td>
<td>Risk control</td>
<td>Pre-project approval</td>
</tr>
<tr>
<td>Probability assessment</td>
<td>N</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Impact assessment</td>
<td>N</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Descriptions meta-language</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Influence diagrams</td>
<td>P</td>
<td>P</td>
<td>G</td>
</tr>
<tr>
<td>Risk breakdown structures</td>
<td>G</td>
<td>L</td>
<td>G</td>
</tr>
<tr>
<td>Probability-impact matrix</td>
<td>N</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td>Risk improvement potential</td>
<td>N</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Risk impact windows</td>
<td>N</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td>Expected value</td>
<td>N</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td>Risk register</td>
<td>N</td>
<td>G</td>
<td>P</td>
</tr>
<tr>
<td>Roll-up indicators</td>
<td>N</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Probability distributions</td>
<td>L</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Three-point estimates</td>
<td>P</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>First-pass quantitative model</td>
<td>P</td>
<td>L</td>
<td>G</td>
</tr>
<tr>
<td>Monte Carlo analysis</td>
<td>P</td>
<td>L</td>
<td>G</td>
</tr>
<tr>
<td>Correlation</td>
<td>L</td>
<td>N</td>
<td>G</td>
</tr>
<tr>
<td>Post-response analysis</td>
<td>N</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Decision trees</td>
<td>N</td>
<td>G</td>
<td>P</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Knowledge-based models</td>
<td>G</td>
<td>L</td>
<td>G</td>
</tr>
</tbody>
</table>

G = Good – strong application.  
P = Potential application.  
L = Limited application.  
N = Not applicable.  
H = High resource requirement.  
M = Medium resource requirement.  
L = Low resource requirement.
Table 8.3 Risk audit techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Also includes:</th>
<th>Applicability</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Risk identification</td>
<td>Risk assessment</td>
<td>Risk control</td>
</tr>
<tr>
<td>Verification audit</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Capability audit</td>
<td>L</td>
<td>L</td>
<td>P</td>
</tr>
<tr>
<td>Due diligence</td>
<td>P</td>
<td>P</td>
<td>G</td>
</tr>
</tbody>
</table>

G = Good – strong application.  
H = High resource requirement.  
P = Potential application.  
M = Medium resource requirement.  
L = Limited application.  
N = Not applicable.  
L = Low resource requirement.
Appendix:

Using Risk Management Techniques

This appendix describes some of the techniques available to the risk practitioner. It builds on the descriptions given in Chapter 8 and suggests ways in which the techniques might be applied. This appendix can only give limited details, and the practitioner should refer to more detailed handbooks or textbooks where necessary.

A1 IDENTIFICATION TECHNIQUES

A1.1 Assumptions and constraints analysis

Assumptions and constraints analysis allows some of the key risks to be identified and is most easily applied if a project has formally recorded all assumptions made as part of the bid or project definition process. Assumptions are statements of belief concerning future events and they underpin the project definition. Threats could emerge if such assumptions were proven to be incorrect. Constraints are limitations that are assumed to apply to the project’s objectives and plans. Opportunities could emerge if such constraints are modified.

The analysis involves three steps:

1. Identify assumptions and constraints.
2. Assess assumptions and constraints.
3. Allocate ownership of identified risks and forward for formal risk assessment.

A1.1.1 Identify assumptions and constraints

During the initial stages of the project, as a detailed understanding of the objectives is built up and the plans to deliver the objectives evolve, it is always necessary to make assumptions. Project constraints will also become identifiable. For complex projects, an assumptions database or register may be required, which can also assist in assumptions management and provide
traceability on how assumptions have been handled. The comprehensive identification of assumptions and constraints can be assisted by including a formal review in the project initiation start-up phase, for the specific purpose of identifying and recording all assumptions made to date. This review could be structured so that it systematically addresses the overall project objectives and all work areas – for example, by making reference to the work breakdown structure (WBS).

One advantage of assumptions and constraints analysis is that it can cover a wide range of issues, thus giving breadth to the risk identification process. To achieve this, it is important to record assumptions that are implicit to the project definition as well as those that are explicitly stated in work packages and so on. Typically, the following areas might be included:

- project purposes and the prioritisation of objectives
- ownership of the project stakeholders and their financial/operational viability
- capability of suppliers and their willingness to disclose the truth
- commercial assumptions, including contracting strategies
- resource assumptions (availability and capability of human and physical resources)
- validity of estimating processes and metrics
- effectiveness of the project’s organisation and its management processes
- outcome of ongoing technological changes
- assumptions concerning standards and legal requirements, and their implications
- financial assumptions such as inflation, exchange rates and cost of borrowing
- the objectives of other projects and their timings.

It is important to ensure that a mechanism exists for identifying and recording assumptions and constraints wherever they are made throughout the project. The project team should be educated to be aware of assumptions and be encouraged (or required) to test their areas of responsibility regularly in order to identify any aspect where they are assuming something that is uncertain. Assumptions can be made at any stage of the project life cycle and at any level of the project team. The project’s exposure to them may also change as time goes on. Assumptions and constraints analysis should therefore be undertaken on a regular basis if all potential risks are to be identified.

A1.1.2 Assess assumptions and constraints

Each assumption and constraint can be tested using two standard questions which, together, will indicate whether or not a risk can be identified. The two questions cover the stability of the assumption or constraint and the sensitivity of the project to it. They can be framed as follows:
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1. Stability. How likely is the assumption or constraint to be proved correct? High/medium/low scales may be used for this, or a more direct assessment of likelihood can be made using a percentage probability estimate.

2. Sensitivity. How important is the assumption or constraint in terms of its influence over the project objectives? Quantitative information might be available from a sensitivity analysis. Alternatively, the question might be addressed qualitatively using categories such as crucial (high importance), significant (medium importance) and minor (low importance).

Having assessed each assumption and constraint in these two dimensions, they can be placed on a grid similar to that shown in Figure A.1. Items that are crucial to the project objectives and have a significant likelihood of occurrence should be identified as risks. Consideration should also be given to identifying other items as risks if they could be of sufficient significance to warrant specific management.

A1.1.3 Allocate ownership of identified risks and forward for formal risk assessment

This is the last stage in all risk identification processes. The project should have a policy on ownership of risks in two senses, namely:
a process for agreeing the risk-owning organisation, based on the boundaries of responsibility between stakeholders (including those risks that are shared)
- the criteria used to select the individual responsible for managing each risk.

Having identified the appropriate ownership at these levels, the risk should be promptly passed forward for the attention of the person who is responsible for the formal risk assessment.

A1.2 Checklists

Checklists offer a powerful means of identifying risks from learned experience. They also permit rapid risk identification, allowing the busy project manager to generate a list of potential risks quickly.

A1.2.1 Sources of checklists

An organisation may wish to use a standard checklist developed for their particular industry. Several checklists are available, such as those pertaining to defence procurement, software engineering, construction, IT and the offshore industry.

However, it is often preferable for each organisation to develop its own specific checklist. This can be done by capturing information concerning risk events as they occur on projects. The aim should be to produce a list that can be used by project managers of future projects to ensure that they consider whether such risks could be applicable to their own projects. Any risk that has occurred should be considered for inclusion in the checklist, although risks that have only occurred on one project or only had a minor impact might be omitted.

The production of an organisation-specific checklist is only possible if there is a process for monitoring and recording risks that have actually occurred. As a minimum, this might be achieved as part of a formal post-project review conducted at the end of each project.

A1.2.2 Producing an organisation-specific checklist

Where an organisation produces its own specific list, ownership of the master list must be clearly defined. An in-house risk specialist may be given the responsibility of developing and maintaining the checklist, but not every organisation is in a position to use an in-house specialist.

Since the purpose of a checklist is to ensure that lessons are learned from past experience, it must be kept up-to-date. The checklist content should therefore be regularly reconciled against the outcome of recent projects. In doing this, care should be taken that the content of the additional questions is sufficiently generic to detect the presence of equivalent circumstances on
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other projects. Over time it is also possible that changes to the nature of the organisation’s projects will result in some checklist questions becoming redundant. A checklist’s utility may start to decline if it exceeds 100 questions.

A1.2.3 Checklist structure

A checklist is usually written as a series of questions arranged in groups. These groups can be arranged using a source-oriented hierarchy (risk breakdown structure) to ensure that the list has sufficient breadth. Table A.1. shows an example of a two-level hierarchical structure for part of a checklist. A third level could be introduced to provide a more detailed list of questions, each one of which has a sharper focus. For example, a ship construction company could break up the question related to key skills into a list of specific skills and trades. The disadvantages of maintaining a third level would include growth in the number of questions and the possibility that questions might become too focused for the detection of wider risks. In practice, an organisation might therefore choose to develop only certain branches of its second-level questions into greater detail, or not to develop a third level at all.

Since the checklist is based upon learned experience, it is useful to maintain a record of traceability to previous projects. The three right-hand columns in Table A.1. illustrate one way of doing this.

Records of the extent to which risk has impacted on previous projects can be useful from a number of perspectives. By knowing which projects experienced a high-risk impact in equivalent circumstances, a project manager should be able to contact the people involved to obtain more detailed advice. Equally, valuable advice might be gained from projects that experienced a ‘nil’ impact of risk, since they might have used effective approaches to risk avoidance.

A1.2.4 Using the checklist

Answers of ‘Yes’ or ‘Not applicable’ to the checklist questions shown in Table A.1. would suggest that the project was not exposed to significant risk from the associated source. In contrast, consideration should be given to raising risks in the case of each question for which the answer is ‘No’ or ‘Uncertain’.

Any question to which the answer is ‘Uncertain’ should be classified as a risk provided that the potential consequences are sufficiently significant.

A ‘No’ answer indicates the presence of a problem, which may be identified as being a risk, depending on the circumstances of the project and the extent to which associated factors may cause variance to the project outcome. However, in some cases, ‘No’ answers will simply identify issues that must be addressed by the normal project planning process or difficulties for which the implications are well understood. An advantage of the checklist process is that it can be used to identify issues and opportunities, as well as risk threats.
Table A.1  Example of a checklist based on a two-level risk breakdown structure

<table>
<thead>
<tr>
<th>Risk type</th>
<th>Risk source</th>
<th>Question</th>
<th>N/A yes, no, or uncertain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Project A</td>
</tr>
<tr>
<td>Requirement</td>
<td>Completeness</td>
<td>Have all requirements been identified and quantified</td>
<td>N/A</td>
</tr>
<tr>
<td>Clarity</td>
<td></td>
<td>Are the requirements well understood and free of significant ambiguities?</td>
<td>Low</td>
</tr>
<tr>
<td>Difficulty</td>
<td></td>
<td>Is it possible to achieve all requirements without any particular technical difficulty?</td>
<td>Med</td>
</tr>
<tr>
<td>Flexibility</td>
<td></td>
<td>Is there sufficient flexibility to absorb impact of failures to achieve difficult requirements?</td>
<td>Med</td>
</tr>
<tr>
<td>Stability</td>
<td></td>
<td>Are there unlikely to be significant changes to the requirements?</td>
<td>N/A</td>
</tr>
<tr>
<td>Complexity</td>
<td></td>
<td>Are the requirements sufficiently simple to be well understood, estimated and planned?</td>
<td>N/A</td>
</tr>
<tr>
<td>Proof of design</td>
<td></td>
<td>Will it be straightforward to prove compliance with the design requirements?</td>
<td>Low</td>
</tr>
<tr>
<td>Human Resources</td>
<td>Manpower</td>
<td>Has the organisation got sufficient manpower to resource this project?</td>
<td>Med</td>
</tr>
<tr>
<td></td>
<td>Key people</td>
<td>Can the project continue to operate smoothly if any individual leaves?</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Key skills</td>
<td>Has the organisation got sufficient people available with the key skills required?</td>
<td>Med</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>Has the organisation got sufficient people available with the experience required?</td>
<td>Med</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>Will the project be sufficiently well staffed at the required location(s)?</td>
<td>N/A</td>
</tr>
</tbody>
</table>

...etc. ↓ ⇒ ...etc.
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A1.3 Prompt lists

Prompt lists are used to help ensure that all aspects of a project are covered when attempting to identify a project’s risks. Their purpose is to stimulate lateral thinking and encourage a broad perspective to risk identification. For this reason they can also be used to structure other techniques for risk identification, such as brainstorming.

The most common form of prompt list is one based on generic risk factors or risk breakdown structures associated with the type of business with which the project is concerned. Organisations may wish to recommend prompt lists for use in different circumstances. The following list is a fairly general example.

- Contracting strategy
- Stakeholder interests
- Management effectiveness
- Supplier performance
- Alignment of motives
- Human resources
- Physical resources
- Technological change
- Technical difficulty
- Project/programme complexity
- Knowledge and information
- Financial uncertainties
- Ability to specify
- Contract acceptance
- Schedule adherence
- Estimating processes
- Assumptions
- Constraints
- External events

A prompt list should not be exhaustive, but should simply be used as a focus of attention, or viewpoint, in the identification of risks. There will often be a number of subsections for each category, and these can be expected to produce overlaps. However, whether a risk falls into one category or another should not be of great concern, only that the risk is identified.

It is also possible to identify risks more systematically by treating plans or project breakdown structures in the manner of a prompt list. If combined with lists based on generic risk factors or risk breakdown structures, this will provide an approach that brings both depth and breadth to the risk identification process. Like checklists, prompt lists may also be used to identify issues and opportunities as well as threats.
A1.4 Brainstorming

Brainstorming is used widely as a method of problem-solving and idea evaluation. It has also become widely recognised as a technique for risk identification. However, the classic brainstorming technique needs modification if it is to be used for risk identification rather than problem-solving, since the objective is to produce a list of candidate items for risks that can be assessed in more depth at a later time.

A facilitator and recorder should be appointed to run a risk identification brainstorming session. Sometimes these roles can be combined. The facilitator should be responsible for the conduct of the meeting and preparing a suitable structure for it. Ideally, he or she should have a degree of independence from the team, but also a good understanding of the project’s objectives and environment. A totally independent facilitator would therefore need to be given adequate preparation time.

The recorder should capture risks in a way that is visible to all participants – for example, using a flipchart or white board. It is often also helpful to record bullet-pointed supporting data (for example, causes of exposure to risk, potential trigger factors and associations between risks). The other item of data that must be captured is the name of the person who, provisionally, will be responsible for leading the later assessment of each risk. The objective is to capture sufficient information to launch the risk assessment process.

Typically the rules of a brainstorming session are as follows:

1. Encourage wide participation – prevent the meeting from being dominated by a minority.
2. Ask for quantity rather than in-depth analysis (sorting the wheat from the chaff comes later).
3. Encourage participants to build on the ideas of others – seek combination and improvement.
4. Prohibit overt criticism – to encourage participation and defer judgement.

Thought should be given to structuring a brainstorming session so that risks are identified from a wide perspective. A common fault with many risk management processes is that risks are only identified from a narrow perspective, such as technical difficulties or cost impact. To counter this a brainstorming session can be structured around prompt lists tailored to the project environment, but designed to cover a wide range of risk sources. This structure can be supplemented with impact-oriented prompts, such as project critical success criteria, or other source-oriented prompts, such as critical success drivers.

An experienced facilitator will have a multi-layered approach to structuring brainstorming sessions. In many cases it may only be necessary to use a high-level set of prompts and allow participants to use these as points from which to explore various levels of detail. However, if the meeting needs more stimulation, a lower-level set of sub-prompts is a useful standby.
Another approach to structuring a brainstorming session is to use a WBS (work breakdown structure) or PBS (product breakdown structure). This ensures that the session covers all project activities and deliverables. The disadvantage of this approach is that its technical orientation can result in some important sources of risk being overlooked. It is important that ‘whole project’ risks are also identified and included in the session, as these risks are often the most important. The use of a prompt list or risk breakdown structure can help to ensure that all areas are covered.

It is good practice to include a briefing period at the beginning of the brainstorming session. This should include an explanation of the purpose of the meeting and how its output will be used. It may also be useful to remind participants of the baseline from which risk is being identified. As a minimum, this baseline should be summarised as a high-level statement of critical success criteria. Finally, it is often helpful to remind participants of the meaning of the word ‘risks’ as distinct from, say, ‘issues’.

The target time for a brainstorming session is typically three to four hours. A productive timetable might be as follows:

- **Briefing**: (10 minutes)
- **Explanation of structure(s) to be used**: (10 minutes)
- **Identify risks**: (90 minutes)
- **Review, rationalise risk list and assign owners**: (90 minutes)

### A1.5 Risk interviews

Many risk identification techniques involve gaining information from groups of people. However, it is often necessary to obtain detailed perspectives that cannot be explored through group dialogue, and interviews provide the ideal means for doing this. Interviews may also provide the means for discussing information that individuals would be reluctant to introduce during group sessions. Interviews can therefore be used for a variety of purposes, including:

- risk identification
- assessing and reviewing identified risks (for example, estimating probabilities and impacts, planning risk responses, identifying fallbacks and secondary risks)
- estimating data to be used for quantitative analysis (for example, probability distributions, three-point estimates, correlation factors).

Effective interviewing is an essential (and often underestimated) skill of the risk practitioner. The effectiveness of risk interviews will depend on the interpersonal skills of the interviewer and the nature of their relationship with the interviewee. There is also a subtle balance to be struck between providing structure (in the interests of effectiveness and efficiency) and
freedom for the interviewee to respond with unanticipated, yet relevant, information. The following guidelines are aimed at helping the risk practitioner conduct risk interviews.

1 There is no substitute for thorough preparation. The risk practitioner must ensure that he or she is fully familiar with the project, the interviewee’s role in the project and the interviewee’s expertise. The interviewee must also prepare adequately by considering any risks in his or her area of responsibility and ensuring that there will be access to any data or information that is likely to be required during the interview.

2 The risk interview must have clear objectives. The objectives should be set by the risk practitioner and communicated clearly to the interviewee both before the interview and at its commencement. To this end, the risk practitioner should have prepared sufficient structure for the aims of the interview to be accomplished in the time allowed. It is very helpful for this structure (or agenda) to be communicated in the invitation to the interview both verbally and in writing.

3 The interview must be conducted in a conducive environment, away from interruptions and distractions, so that the interviewee feels comfortable and relaxed. The interviewee should also be clear as to why the interview is important, how the information will be used and the extent to which it may be attributable: he or she will not contribute freely unless he or she has confidence in the integrity of the process and the purposes for which information will be used.

4 Time management during the interview is important. Interviews should not normally exceed two hours, and most should be much shorter. The interviewer must ensure that momentum is maintained. This is best achieved by using sufficient structure to focus on important aspects of risk. For example, in order to develop a risk description, it is often appropriate to use structured questions such as ‘What might make the difference as to whether or not this risk occurs?’ and ‘If this risk occurs, what factors would influence its outcome?’. The interview should be directed to the extent necessary to focus topics for discussion, but should also be non-directive so that the interviewee is able to explore the subject and express opinions and evaluations. There should also be sufficient flexibility within the interview duration to allow for unplanned diversions to be explored, since these may reveal previously unrecognised risks or perspectives.

5 The interviewer should ask open questions to encourage the interviewee to contribute freely. Closed questions (that is, questions for which there is only a right or wrong answer) should only be used when strictly necessary. Although the interviewer, by virtue of his or her interaction with other team members, may be able to contribute contextual information, he or she must try to avoid leading the interviewee into giving the ‘right’ answer. Although difficult to achieve, the aim should be to avoid bias being generated in the interviewee’s responses.
6 The relationship between the interviewer and interviewee will determine the success or otherwise of the interview. It is therefore important that the interviewer strives to be non-judgemental. The interviewer must be aware of non-verbal clues, such as body language, ensuring that the interviewee remains comfortable and willing to participate in the interview. However, this must be balanced by a willingness to challenge and probe the interviewee to identify assumptions or bias and to validate the information that is being presented.

7 Clear and unambiguous records of the interview must be made. This is best done at the time of the interview, rather than relying on memory after the event. If the notes taken at the time of the interview are in rough form, the interviewee should be given (or have easy access to) a final version of the interview’s products at the earliest opportunity. If these products consist of entries in a risk register or database, these entries could be made in the course of the interview, provided that doing so does not interrupt the interview’s flow. In such circumstances, giving the interviewee real-time access to the database is likely to increase the value that they attach to it.

Many general management textbooks offer advice and guidelines on interpersonal skills and interviewing techniques. Risk practitioners should use best practice from these sources, while ensuring that the interview meets the specific requirements of the risk process.

A1.6 Stakeholder analysis

Stakeholders are people, groups or organisations with interests in a project or programme. Primary stakeholders are those directly affected, whilst secondary stakeholders are those who may have an indirect influence over a project. Key stakeholders are those who can significantly influence decisions and are strongly aligned for or against the project. At a minimum, these will normally include the project sponsor (or customer) and the organisation (or company) that is responsible for project delivery.

Stakeholder analysis should be undertaken at the start of a project to ensure that the stakeholders and their interests are identified. This information can then be used to develop project assumptions and objectives and to identify some of the key risks. Such risks will be associated with project objectives for which there may be conflicts of interest between stakeholders. Whenever the project, its objectives and risks are reconsidered, a stakeholder analysis will be useful. The reconsideration of objectives is likely to be part of the cyclical risk management process prior to project approval as shown in Figure 4.2 (p. 33). However, annual monitoring reviews and major reviews could also include stakeholder analysis as part of their toolkit.

Stakeholder analysis includes the identification of a project’s key stakeholders, a thorough assessment of stakeholder interests and concerns and an
understanding of how these issues impact on the project, its viability and its exposure to risks. The process is concerned with not only establishing who the key stakeholders are for a specific project, but also what they know, believe and suspect. From this basis it can be established how much of this is valid information and how much is myth, misinformation or rumour. In order for the analysis to be effective it is therefore essential that a profile be developed of each of the stakeholders and public groups.

In addition to bringing their own perspective to the risk identification process, stakeholders may also introduce fresh ideas that the project team would have otherwise overlooked. By developing project requirements that maximise the project’s attractiveness to stakeholders while minimising potential conflicts, the stakeholder analysis process might in itself be deployed as an early risk response strategy.

Stakeholder analysis employs logical frameworks that contribute to the project design and assist the identification and implementation of appropriate forms of stakeholder participation to mitigate project risks. There are four logical steps to completing a stakeholder analysis which, when completed, will result in a project stakeholder matrix as shown in Figure A.2.

![Stakeholder Matrix](image)

**Figure A.2** A stakeholder matrix
A1.6.1 Step 1: Stakeholder identification

The project team identifies all the people, organisations, groups and parties that will influence the project or be affected by it. These are recorded in a stakeholder table (see Figure A.3).

<table>
<thead>
<tr>
<th>Stakeholder name</th>
<th>Stakeholder interests or concerns in the project</th>
<th>Assessment of impact</th>
<th>Potential strategies for reducing the impacts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>L/M/H</td>
<td></td>
</tr>
</tbody>
</table>

Figure A.3  A stakeholder table

A1.6.2 Step 2: Stakeholder interests and concerns

For each stakeholder identified, the team lists the stakeholder’s anticipated interests or concerns in the project and considers the impact of the project and any possible changes on the stakeholder. These are detailed in the second column of the table shown in Figure A.3 or compiled in a stakeholder/objectives matrix, an example of which is shown in Figure A.4.

A1.6.2.1 Risk identification

Risks may be identified where certain stakeholders disagree with an objective, or where there are potential conflicts between the objectives of different stakeholders. The severity of each risk will depend on the influence that each stakeholder may have and the extent to which they may be willing to trade off what they perceive to be adverse objectives with other positive aspects of the project.

A1.6.3 Step 3: Assessment of stakeholder impacts

Each stakeholder’s impact on the project and on the project risks is assessed, both in terms of their risk to the project or their influence in the management of project risks. An impact of low, medium or high is allocated in column three of the table shown in Figure A.3. The stakeholders can now be plotted on the stakeholder matrix (Figure A.2) according to their influence (L/M/H) and alignment with objectives. Attention will be directed to the
key stakeholders in the shaded areas (high influence and high negative or positive alignment). However, the possibility of combinations of stakeholders should also be considered. For instance, a stakeholder with high negative alignment but low influence might combine with a neutral high-influence stakeholder (for example, media or local councillor) to produce an influential stakeholder group with a highly negative alignment.

A1.6.4 Step 4: Potential strategies for reducing stakeholder impacts

The final column of the matrix considers the strategies that should be put in place to reduce the negative impact of the project on the stakeholders, reduce adverse stakeholder effects on the project or identify processes through which the stakeholders can assist the project risk management. Attention should be paid to ways in which neutral stakeholders with high influence can be brought into alignment with the project’s objectives (or vice versa).

The most visible benefits of undertaking stakeholder analysis as part of the risk management process include:

- a sound basis for choice
- improvements for external clients as a result of clearly understanding their real requirements and objectives

![Figure A.4 Part of a stakeholder/objectives matrix for the construction of a business park](image)
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- an enhanced understanding of the project’s aims on the part of everyone involved
- decisions supported by the stakeholders.

A1.7 Nominal group technique

NGT is a variant of the brainstorming technique which seeks to overcome the possible bias in the group from a few strong (or several weak) individuals.

Each member of the group is asked to spend a period of time (say, ten minutes) recording a list of risks. Then each in turn briefly presents one risk for the group’s consideration. The group discusses each risk with the aim of summarising in a standard form – typically, a risk title, a risk owner and, sometimes, a brief risk description. As each risk is introduced and discussed, duplicates and associated material can be removed from the participants’ original lists. This continues until the unique material from each of the original lists has been discussed.

The NGT is often extended to include risk scoring. This will be necessary if the list of risks is to be constrained to a predetermined maximum number in order to focus the team on the most important risks. Scoring may be conducted in a number of different ways. A simple approach is for team members to individually score risks on a numbered ‘gut feel’ severity scale (say, 1 to 5). The individual scores are then combined to produce a first-pass rank order. Another approach is to use a simple probability – impact scoring table and ask the group to reach a consensus for each risk.

When a rank-order approach has been used to identify the most significant risks, the final stage may be to examine whether or not the other risks can be reasonably subsumed.

This technique works well for some groups, but it can be a rather lengthy process. The facilitator needs to be able to maintain momentum by writing up risk titles and risk descriptions in a concise manner and intervening when the discussion has lost direction. In order to achieve this the facilitator might choose to preclude any discussion beyond points of clarification, but this has the disadvantage of losing some of the interactivity between individuals, which is such a valuable component of a group technique. The other problem that can arise following a NGT session is that the simplified techniques used for risk rank ordering are both crude and difficult to repeat. Participants should thus be aware that the primary purpose of the session is risk identification, and that the more in-depth assessment that will follow should be expected to produce changes.

A2 QUALITATIVE ASSESSMENT TECHNIQUES

A2.1 Risk descriptions/meta-language

The essence of qualitative risk assessment is that it should lead to the identification of effective actions for risk management. Since the most effective
actions are usually proactive approaches that address the risk at source, the primary purpose of qualitative risk assessment should be to gain an understanding of the source of each risk. The techniques described below show how a structured approach to the development of risk descriptions helps to achieve this aim.

The top half of Figure A.5 illustrates a general structure for the mechanism of a risk. It shows that there will be circumstances in the project or its environment that cause it to be exposed to risk. These circumstances can be expressed as statements of fact and are inherent to the project definition and baseline as expressed by its objectives and plans. The dotted arrow leading to the ‘Effects’ box shows that there may be uncertainty as to whether or not the risk will occur. The probability of occurrence is influenced by the nature of the uncertain events with which the risk is associated. The same and/or other uncertainties may also influence the extent of the effects that occur. The source of each risk concerns the way uncertain events are related to the underlying circumstances.

The most important point to emerge from Figure A.5 is that, in order for the risk to be addressed at source, mitigation actions should be developed from an understanding of the underlying circumstances and the

![Figure A.5 Risk meta-language](image-url)
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uncertain events. The bottom of the figure shows how proactive actions (those with arrows pointing to the left) can be used to manage both threats and opportunities.

However, the planning implications often make it difficult to change the underlying circumstances. For example, alternative solutions may be available as fallbacks, but the consequences of adopting them might make them unattractive. Similarly, altering underlying circumstances by changing the project objectives may be unacceptable to stakeholders. In practice, therefore, the preferred options for risk mitigation are usually those that improve the outlook for the risk probability or extent of effect. In order to be able to identify such options, it is necessary to understand the nature of uncertain events so that they can be managed proactively to the project’s advantage.

Understanding the nature of uncertain events usually requires some lateral thinking. Since mitigation actions should be related closely to such events and the reasons why they are uncertain, it may be intuitively easier to understand them by considering the effect of the actions that could be used to manage them. For example, if a project manager is concerned about a risk for which the underlying circumstances and potential effects are obvious, he or she might be able to understand the uncertain events by asking ‘What could I do that would make the difference as to whether or not this risk occurs?’.

Use of an appropriate meta-language can aid the capture of a risk description consistent with the risk assessment structure illustrated in Figure A.5. Meta-language uses words or symbols to structure thinking and describe a concept in a systematic and formal way. Risk meta-language uses a three-part structured description of a risk. Requiring each element to be explicitly stated using precise words minimises confusion between the three parts – for example:

‘As a result of <statement of fact>, <uncertain event(s)> may occur, which would lead to <effect on objective(s)>.’

Risk practitioners have introduced variations on this theme whilst maintaining the same three-part structure. For example, the second part might be written ‘If <uncertain event(s)>’ or ‘<uncertain event(s)> could influence’. In practice, some risks may lend themselves more naturally to one form of words than another.

A2.2 Influence diagrams

Influence diagrams are a technique that can be used as an aid to root source risk identification, qualitative analysis and quantitative analysis. The technique is most powerful when the succession of all three is used. This section will look at why influence diagrams should be used in certain circumstances, and will then look at their use in identification, qualitative analysis and quantitative analysis.
A2.2.1 Why use influence diagrams?

Most projects using risk management are likely to maintain a project risk register (PRR). This plays two important roles: as a formal repository for knowledge concerning risk events, and as the foundation for the analysis and management that flows from this knowledge.

However, the use of the PRR in these roles is too frequently predicated on the assumption that risks are independent of each other. This is rarely the case – some risks will be directly implied by other risks (and, indeed, there might be whole cascades of implied risks), and some risks will be more subtly interconnected (for example, the risk of an unsuccessful engine development and that of an unsuccessful gearbox development might both depend on the risk of an inadequate definition phase). Furthermore, the impacts from some risks might compound the impact of others, so that the effect of two risks might be more than the sum of the two individual risk effects. Some interconnections between risks might lead to positive feedback loops (‘vicious circles’ for threats or ‘virtuous circles’ for opportunities). Even the most sophisticated database tools currently available for maintaining PRRs are limited in their ability to support the analysis of this data. Although such tools may contain some relevant fields such as those that record associated risks, correlations and secondary impacts, their vertical structures tend to make such information difficult to use and inefficient to maintain. These limitations may become particularly important on complex projects.

The use of the PRR also assumes that the main risks have all been included. The techniques described in Section A1 facilitate the generation of risks. In addition, the risk description/meta-language technique described in Section A2.1 provides a structured approach to describing the source of risks. Influence diagrams extend these principles by helping to stimulate thinking about the way in which complex risks can be traced back to their root source and by identifying systemic risk structures.

A2.2.2 What are influence diagrams?

A good technique used to interview managers and subsequently model their explanations for situations in a wide variety of domains is that known as cognitive mapping. This technique structures the way in which humans construe and make sense of their experiences by developing a map consisting of elements, or concepts, joined by links showing relationships between elements. This is a useful technique to help elicit the underlying structure of causes in a ‘messy’ problem and results in a ‘cognitive map’ of the various causes and effects, with arrows or lines showing interrelationships between the elements. Where the concepts are sufficiently well defined, and the links between them can all be given a direction of causality (so that $A \rightarrow B$ means not simply that they are ‘related in some way’ but A is a cause or promoter of B), then we have a ‘cause map’ or (more loosely) an
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A2.2.3 Using influence diagrams for identification

Using this mapping technique will prompt the user to ask questions such as ‘What could cause this risk to happen?’ (to move backwards in chains of causality) and ‘What would happen/what would be more likely to happen if this risk occurred?’ in order to draw up the chains of causality and thus construct the causal map.

The act of drawing up a cause map of the risks, rather than listing them in a PRR, gives a number of benefits. The use of a cause-mapping technique, aided by appropriate software, is a powerful means of drawing out knowledge of project risk. It enhances clarity of thought as duplications, contradictions and inconsistencies are revealed or highlighted; it allows investigation of the interactions between risks; and it helps to ‘spark off’ new thoughts on risks and their relationships. As well as individuals, it can also help groups. A well-defined, methodologically sound facilitation process delivered by a trained facilitator, particularly when using visualisation software, brings out interactions between the managers, helps to surface cultural differences and helps different people to contribute different knowledge, thus giving rise to a richer set of knowledge.

A2.2.4 Qualitative analysis

The map will help analyse the risks qualitatively in a number of ways. First, simply by drawing up the map and thinking about the contents, the knock-on effects of risks will be included in the considerations. Often, the combination of effects can become more than the sum of its parts (called ‘the portfolio effect’, or ‘2+2=5’). For example, a number of small delays in a North Sea oil-platform project can cause a project to miss a weather-window and cause significant delay. In some examples the portfolio effect is not so obvious: for instance, as when a succession of project change orders on a

Figure A.6 The risk of ‘bad weather’ increases the risk of delays to construction

‘influence diagram’. The maps are drawn simply as concepts in boxes, linked with arrows showing the direction of causality, as shown by the example in Figure A.6.

Bad weather

delay to construction
project collide and, as management try to deal with them, their effects compound each other.

Using appropriate software can considerably enhance the information available. Display functions in software enable concepts to be shown in different colours or shapes, categorised (for example) by uncertainty level, or impact level. Similarly, the dispersion of the risk can be explored by categorising risks for the different elements of the project visually. Appropriate software also gives the ability to see both the ‘big picture’ (leading towards overall project risk) and the detail (for example, risk events), particularly where there are many elements to the project.

Analysis facilities within software enable users to carry out a number of analysis functions. Most important is the identification of feedback loops which represent the most problematic way in which effects can combine. A causal chain where Risk A causes or exacerbates Risk B, which causes or exacerbates Risk C and so on can generally be easily captured by standard methods. However, where Risk C also leads back to Risk A, this gives a feedback loop. If the loop is positive, each effect tends to increase itself and the project spirals (these are called ‘vicious circles’ if the effect is unwanted, or ‘virtuous circles’ if the effect is positive), the ‘2+2=5’ effect can often become a ‘2+2=6, 7 or even 8’ effect, as effects interact on each other and a vicious/virtuous circle.

As well as identifying loops, other analysis facilities will help exploration of chains of causality, identification of particular problematic areas (risks which cause many consequences or problem areas that could be caused by many risks), and exploration of the effects that preventive and corrective actions might have on the whole project.

The key qualitative analyses, then, are exploring the chains of causality and, in particular, identifying positive feedback loops which have the potential to produce unexpected and sometimes catastrophic effects.

A2.2.5 Quantitative analysis

If structures of causality have been found, it is very important that these are included in the analysis; treating risks as independent will give quite incorrect results.

If the structures of causality found are simple, these can be analysed by the Monte Carlo methods described in Sections A3.3. to A3.5. The only requirement is to ensure that the rules for determining whether a risk occurs or not, rather than being an independent randomly occurring event, include the relationships with other factors. Software products that include this functionality are available.

Feedback loops revealed by the qualitative analysis are more difficult to model quantitatively, although it is important to do so as they can have profound, even catastrophic, effects on project behaviour. Management scientists use a technique known as system dynamics, which models a
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Figure A.7 A simple model of the design stages of a project

Project as ‘stocks’ and ‘flows’ and then imposes the causality structures found in the qualitative phase on the stock/flow model to determine any changes in its behaviour. Figure A.7, based on a project to carry out design work, illustrates (albeit simplistically) what such models look like.

Figure A.7 shows a flow of work from an initial stock, which, when ready, designers will use to continue the design until it is finished. If, suppose, there is a risk that a law associated with the product will change (for example, on environmental or safety law), this may inhibit the ability to freeze the design and/or require some work to be redone. Accordingly, the model would be modified to that shown in Figure A.8.

A fuller explanation of system dynamics is outside the scope of this Guide, but it can be very useful where the effects of feedback loops – which can be both counterintuitive and severe – need to be quantified.

Figure A.8 Modification of Figure A.7 to incorporate the risk of legal changes
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A2.3 Probability-impact scores

The processes of risk identification and qualitative assessment result in a number of risks, each of which poses a threat or an opportunity to the project objectives. If there are a large number of risks it is usually necessary to rank them in order of significance. In this way, the project team will be able to address those risks that have most impact, as a priority. One technique for ranking risks is to use a scoring system based on probability and impact. Although this technique has significant limitations, it has the advantage of being both simple and easy to build into a risk database tool.

A risk’s probability may be classified using an agreed scale. The most common approaches are to use either a three-band (HI, MED and LO) or five-band (VHI, HI, MED, LO and VLO) scale to convert the percentage probability of occurrence into a significance level. Values typically chosen for a five-band scale are shown in the two left-hand side columns of Table A.2.

In the case of a risk that is a threat to the project’s objectives, the effect of the risk’s occurrence could include impact on the project schedule, costs or the performance of its product. Table A.2 shows possible criteria for classifying impact into a five-band scale. Tables of this type are usually referred to as a risk criteria table. It would be possible to classify opportunity benefits in a similar manner.

Table A.2  Example of a risk criteria and scores table

<table>
<thead>
<tr>
<th>Scale</th>
<th>Probability of Occurrence</th>
<th>Impact on Project</th>
<th>Probability score</th>
<th>Probability of Occurrence</th>
<th>Probability score</th>
<th>Probability of Occurrence</th>
<th>Probability score</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLO</td>
<td>&lt;10%</td>
<td>&lt;2 weeks</td>
<td>&lt;1%</td>
<td>Temporary defects, causing minor short-term consequences</td>
<td>0.1</td>
<td>&lt;1%</td>
<td>0.05</td>
</tr>
<tr>
<td>LO</td>
<td>10% – &lt;30%</td>
<td>2 weeks – &lt;1 month</td>
<td>1% – &lt;2%</td>
<td>Product performance shortfall in area of tertiary (or minor) importance</td>
<td>0.3</td>
<td>2 weeks – &lt;1 month</td>
<td>0.1</td>
</tr>
<tr>
<td>MED</td>
<td>30% – &lt;50%</td>
<td>1 month – &lt;2 months</td>
<td>2% – &lt;4%</td>
<td>Product performance shortfall in area of secondary importance</td>
<td>0.5</td>
<td>1 month – &lt;2 months</td>
<td>0.2</td>
</tr>
<tr>
<td>HI</td>
<td>50% – &lt;70%</td>
<td>2 month – &lt;4 months</td>
<td>4% – &lt;8%</td>
<td>Minor product performance shortfall in area of critical (or primary purpose)</td>
<td>0.7</td>
<td>2 month – &lt;4 months</td>
<td>0.4</td>
</tr>
<tr>
<td>VHI</td>
<td>70% +</td>
<td>4 months +</td>
<td>8% +</td>
<td>Significant failure of product to meet one of its critical (or primary) purposes.</td>
<td>0.9</td>
<td>4 months +</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Having classified the probability and impact of each risk, it is then possible to allocate a score for each probability and impact band. Table A.2 shows a commonly used scheme for these scores. It should be noted that the probability scores for this scheme are defined using a linear arithmetical scale, whereas the impact scores are on a logarithmic scale. This is consistent with the scales used for criteria definitions.

It should be noted that, depending on the nature of the project, other aspects of impact might be equally relevant, or even more relevant, than product performance. Examples could include market penetration or disruption to operations. The criteria table should therefore be constructed to reflect the critical success criteria for the project. The scales used should also be tailored to the project and agreed with all relevant stakeholders. The borderline between very high- and high-impact threats is often drawn on the basis that the occurrence of a very high-impact threat would be simply unacceptable and a very high-impact opportunity too good to leave to chance.

A rank-order index can be calculated by multiplying the risk scores for the probability and overall impact of each risk. The overall impact score should normally be equal to whichever of the impacts from amongst the three or more impact categories has the highest value. Some ranking schemes may be based on an overall impact as the sum of three impact scores. However, this is not to be recommended. If the very high impact of a threat is by definition unacceptable, it should be ranked as being of high priority even if it has an impact in only one dimension.

The matrix in Figure A.9 shows the possible probability-impact ranking index values for the threats classified by Table A.2. The shaded areas represent the index values for the highest priority risks.

![Figure A.9 Example of probability-impact ranking index values](image-url)
As can be seen from the figure, the ranking priority order for risks is weighted towards impact rather than probability. Thus, a very high-impact/very low-probability risk is considered to be of more concern than a very low-impact/very high-probability risk. This weighting is likely to be appropriate to most projects, since the high impacts are often disproportionately severe in comparison with low impacts, and because the highest impact band in any scale is usually classified as having no upper limit. Nevertheless, there may be projects for which probability should be of equal, or greater, weight, such as those that are exposed to the frequent occurrence of risks that have relatively predictable and minor consequences.

![Figure A.10 Example of a combined risk-ranking scheme for threats and opportunities](image)

Figure A.10 Example of a combined risk-ranking scheme for threats and opportunities

It is possible to extend the principles described so far in this section to a combined ranking for threats and opportunities. Figure A.10 shows a mirror-imaged scheme that achieves this. In this figure, risks within the top-right area of the threats region and the top-left area of the opportunities region form an ‘arrow of attention’ for risk management.

**A2.3.1 Using probability-impact scores for risk reporting and monitoring**

Ranking risks by using probability-impact scores can be combined with other risk classification data to produce usefully focused reports. For example, it may be possible to interrogate a risk database with instructions such as ‘List the Top 5 risks associated with the delivery of [a named milestone]’ or ‘What are the Top 10 schedule risks?’. One of the advantages of using a risk database tool for maintaining a risk register is the ability to sort information in this fashion. Typical key fields for filtering and sorting include risk owner, risk type, risk trigger date, WBS code, and owning organisation.
A P-I matrix may also provide a graphical means of presenting risk data. For example, it may be possible to list risks in a P-I grid using different colours for different risk types. This form of report would indicate which types of risk were those of the greatest number and/or consequence. A similar approach can be taken to the illustration of risk trends. Using different colours (or arrows to show direction of change) for risk assessments made at different points in time may help to show whether or not risk exposures are deteriorating or improving.

A2.3.2 Limitations of probability-impact scores

Probability-impact scoring processes of the type described in this section have two very important strengths. The first is that they are relatively easy for all project personnel to use and understand; the second is that they can be readily built into the functionality of risk database. However, the technique is so widely used that its limitations are often overlooked. The following points are therefore worth bearing in mind:

1. The scoring process produces a relatively crude technique for ranking. Since risks are categorised using bands, there are significant areas of overlap in risk exposure between adjacent boxes in the grid. The $3 \times 3$ matrix approach is particularly crude and is only recommended for smaller projects, or for a first-pass assessment.

2. The technique is appropriate to risks that have a probability of occurrence of less than 100 per cent. Risks that are purely concerned with outcome variance (for example, the duration uncertainty for a design activity) could present themselves in this format as either a threat or an opportunity, depending on the planned target. As a first pass, risks of this nature would be better ranked using a measure of uncertainty such as the width of their probability distribution function.

3. The index numbers are designed only to rank risks, and therefore have no absolute meaning. It is not meaningful to add these numbers to obtain ‘total project scores’ to compare project solutions or monitor trends.

4. The action of multiplying the probability and consequence scores to produce the ranking index does not always produce a preferred rank order. The most common case for making an exception is that of the very high-impact/very low-probability threat, for which many projects will choose to assign a higher index value.

5. The project may adopt a different prioritisation strategy for threats as compared to opportunities. For example, after project approval, stakeholders may be less inclined to try to exploit low-probability opportunities. This might lead to a rank-order shift away from impacts towards probabilities for opportunities.

It should be noted that the quantitative risk analysis techniques described later in this appendix provide alternative approaches to rank-order prioritisation. Techniques such as sensitivity analysis, criticality analysis, tornado graphs
and the schedule sensitivity index (all described later in this appendix) also have the advantage of evaluating risks more closely to the context of overall project risk. Projects that invest in the use of such quantitative techniques will therefore have a choice. Typically, the qualitative ranking process may be employed for routine risk control whilst quantitative ranking data will be available at strategic points in the project.

A2.4 Risk registers and databases

A risk register provides a structured approach to recording risk data and generating reports. It is possible to use a very simple tool, such as a spreadsheet, to maintain data in a risk register but if more than a minimal number of fields are used, it usually becomes more economical to employ a database application, as described in Chapter 8.

The level of detail that it is appropriate to maintain can vary considerably from one project to another. For very simple projects, or for the first pass of the risk management process, it may be appropriate to restrict the risk register to the minimal number of fields shown in Table A.3. However, for more complex projects, or as more information becomes known, data fields have to be added in order to be able to focus, analyse and sort the data for different purposes. The second column of Table A.3 shows the data fields that might be used for a typical project team in which there is a formal risk management function and the third column illustrates ways in which these might be expanded to compile a very detailed risk register.

Although there is always a case that can be made for adding any individual data field, projects should be mindful of the trade-offs to be made between detail and the practicalities of data maintenance. For example, if all of the data fields listed in the third column of Table A.3 were used, a risk for which there were five mitigation actions could end up with almost 100 data entries. The effort required to maintain such levels of detailed data fresh is likely to be a threat to either other project activities or the willingness of team members to engage actively in the risk management process. The project should therefore take care to understand how risk data will be reviewed, reported and acted upon before defining the fields to be maintained in its risk register. Data fields that make little or no contribution to the project’s decision-making processes should be omitted.

A3 QUANTITATIVE TECHNIQUES

A3.1 Three-point estimates

Most quantitative risk analysis techniques are based on the assumption that it is possible to estimate a continuous probability distribution function for the outcome of a planned element of the project or the outcome of a risk event (should the risk occur). Cost and duration are the parameters that are most commonly used for analysis, but similar approaches can sometimes be
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**Table A.3 Examples of risk registers at different levels of detail**

<table>
<thead>
<tr>
<th>Minimalist Risk Register</th>
<th>Typical Risk Register</th>
<th>Detailed Risk Register</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk ID</td>
<td>Risk ID</td>
<td>Risk ID</td>
</tr>
<tr>
<td>Risk Title</td>
<td>Risk Title</td>
<td>Risk Title</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Risk Owner</td>
<td>Risk Owner</td>
<td>Risk Owner</td>
</tr>
<tr>
<td>Risk Owning Organisation</td>
<td>Risk Owning Organisation</td>
<td>Risk Owning Organisation</td>
</tr>
<tr>
<td>N/A</td>
<td>Project Area</td>
<td>WBS/PBS/OBS Reference(s)</td>
</tr>
<tr>
<td>Other User-definable Fields</td>
<td></td>
<td>Other User-definable Fields</td>
</tr>
<tr>
<td>Risk Description</td>
<td>Risk Type</td>
<td>Risk Type</td>
</tr>
<tr>
<td>Risk Background</td>
<td>Risk Background</td>
<td>Risk Background</td>
</tr>
<tr>
<td>Potential Causes</td>
<td>Potential Causes</td>
<td>Potential Causes</td>
</tr>
<tr>
<td>Risk Trigger date(s)</td>
<td>Estimating Notes for probability</td>
<td>Estimating Notes for probability</td>
</tr>
<tr>
<td>Secondary Risk Triggers</td>
<td>Risk Consequences</td>
<td>Secondary Risk Triggers</td>
</tr>
<tr>
<td>Risk Consequences</td>
<td>Estimating Notes for calculation of schedule and cost impact values</td>
<td>Risk Impact Start and Finish dates</td>
</tr>
<tr>
<td>Secondary Risk Consequences</td>
<td></td>
<td>Risk Impact Start and Finish dates</td>
</tr>
<tr>
<td>N/A</td>
<td>Associated Risks</td>
<td>Associated Risks</td>
</tr>
<tr>
<td>Probability (recorded as single value, e.g. Hi, Med, Low etc)</td>
<td>Probability %</td>
<td>Pre-risk Response Probability %</td>
</tr>
<tr>
<td>Impacts recorded separately as single values (e.g. Hi, Med, Low)</td>
<td>Schedule Impact Three-point Estimate</td>
<td>Schedule Impact Three-point Estimates (Pre- and Post-Response)</td>
</tr>
<tr>
<td>- Schedule</td>
<td>Cost Impact Three-point Estimate</td>
<td>Cost Impact Three-point Estimates (Pre- and Post-Response)</td>
</tr>
<tr>
<td>- Cost</td>
<td>Product Impact (recorded as single value, e.g. VHI–VLow)</td>
<td>Product Impact (Pre- and Post-Response)</td>
</tr>
<tr>
<td>- Product Performance</td>
<td>Other Impact Categories (as agreed in impact criteria table)</td>
<td>Other Impact Categories (Pre- and Post-Response)</td>
</tr>
<tr>
<td>Risk Response Strategy</td>
<td>Risk Response Strategy</td>
<td>Risk Response Strategy</td>
</tr>
<tr>
<td>Response Actions, each with:</td>
<td>Response Actions, each with:</td>
<td>Response Actions, each with:</td>
</tr>
<tr>
<td>- Action Description</td>
<td>- Action Description</td>
<td>- Action Description</td>
</tr>
<tr>
<td>- Action Owner</td>
<td>- Action Owner</td>
<td>- Action Owner</td>
</tr>
<tr>
<td>- Action Status</td>
<td>- Action Status</td>
<td>- Action Status</td>
</tr>
<tr>
<td>- Action Start Date</td>
<td>- Action Start Date</td>
<td>- Action Start Date</td>
</tr>
<tr>
<td>- Planned Completion Date</td>
<td>- Planned Completion Date</td>
<td>- Planned Completion Date</td>
</tr>
<tr>
<td>N/A</td>
<td>Fallback(s)</td>
<td>Fallback Plans, each with:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Fallback Description</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Cost Impact</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Schedule Impact</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Fallback Decision Date</td>
</tr>
<tr>
<td>N/A</td>
<td>Date of Most Recent Review</td>
<td>Date of Most Recent Review</td>
</tr>
<tr>
<td></td>
<td>Historical Notes (review dates and significant changes)</td>
<td>Automated Recording of all Reviews and all Changes to the Risk Register</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Risk identified by:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Individual, Team or Organisation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Date Identified</td>
</tr>
</tbody>
</table>
used for the analysis of a product, particularly if product outcome can be measured in a single dimension.

A common technique for defining probability distributions is to decide on an appropriate distribution shape and to make a three-point estimate which defines the spread of possible outcomes as follows:

- low value
- most likely value (mode)
- high value.

Whilst it is not easy to make realistic three-point estimates, a good estimating strategy makes realistic estimates much more likely. Typically, immature processes produce three-point estimates that are too narrow and either pessimistically or (more commonly) optimistically biased. Since the quality of quantitative analysis is dependent on the validity of the estimates, it is important to use a robust estimating strategy. The following notes provide guidance on the factors that should be taken into account.

1. **The estimator must understand the implications of the probability distribution shape.**
   Figure A.11 shows three of the most common probability distributions used and illustrates their shape with a negative skew that is typical for project activities. It is good practice to provide the estimator with diagrams such as these so that he or she can appreciate both the nature of the shape and the significance of the three estimating points.
   When using the triangular or Beta PERT distributions, the low and high estimates represent the extreme values of possible outcome, so the spread of the three-point estimate should be appropriately broad. When using the general triangular distribution, the low and high estimates represent cumulative percentile points on the probability distribution. Three-point estimates made on this basis should be correspondingly narrower.

2. **The estimator should consider all relevant sources of uncertainty.**
   Three-point estimates that are too narrow are often the result of thinking through the implications of a narrow range of issues whilst failing to question key assumptions or consider how uncertainties could combine. The following are all typical sources of uncertainty that influence variance in outcome:
   - productivity rates and resourcing assumptions
   - definition and interpretation of the scope of work
   - variations in required quantities (for example, the number of lines of software code)
   - project management effectiveness
   - scope for omissions, duplications and mistakes
   - accuracy of estimating metrics
   - willingness of suppliers to be realistic about forecasts
   - validity of labour escalation and material cost assumptions
   - management priorities.
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Figure A.11 Beta PERT, triangular and general triangular probability distribution functions
Outcomes that tend towards the extreme may arise from scenarios in which assumptions are violated and uncertainties combine. Estimating a realistic spread is therefore likely to require some contingent thinking. It is good practice to record a rationale for the high and low values.

3 **The estimator should follow a process designed to avoid bias and unrealistically low outcome variance.**

The following process is recommended to overcome these problems:
- List all uncertainty factors that are likely to affect outcome variance.
- Make the high-value (pessimistic) estimate first.
- Make the low-value (optimistic) estimate second.
- Record the rationale for the high and low values.
- Make the most likely estimate.
- Identify and record the reasons for differences between the most likely estimate and the planned value, or adjust the planned value to that of the most likely estimate.

4 **The estimator should avoid assuming that the most likely value is equal to that which has been planned.**

Making such an assumption is a common cause for the presence of bias in three-point estimates. For example, if the planned value is based on an aggressive target, a realistic estimate for the most likely value is likely to be higher. In contrast, if the planned value is based on a commitment to which there is a high level of confidence, the most likely value may realistically be lower.

In making these comments, the Guide is not seeking to suggest that target setting is poor practice or that commitments should be disregarded. It is simply emphasising that there should be a distinction between targets, commitments and estimates. Indeed, one of the benefits of the risk management process should be that these distinctions are understood and recorded.

5 **Organisations and projects should maintain data to compare actual outcomes with the three-point estimates that were made for them.**

This can be applied to overall project risk or outcomes of individual activities. Practice has shown that organisations that monitor their performance in this way are able to improve the quality of their risk estimates.

### A3.2 Simple quantitative risk models

Using an iterative (multiple-pass) approach is fundamental to the effective use of the PRAM approach to quantitative risk management model building. The first pass is usually concerned with the aspects of uncertainty that matter most – where the key threats and opportunities lie. This means that the first pass should focus on sizing uncertainty, with further passes exploring what matters in greater detail. A ‘minimalist’ approach is designed with this simple first-pass role in mind.

Each risk event probability and its associated impact can be sized in terms of two estimates, a ‘minimum’ and a ‘maximum’. Each minimum can be
interpreted as a plausible 10 percentile value, and each maximum can be interpreted as a plausible 90 percentile value, using simple rounded values. This avoids difficulties associated with the meaning of absolute values in a simple robust manner.

Each pair of minimum and maximum values can be associated with a uniform probability distribution (equal likelihood of any value over its range), and 80 per cent of the range can be defined by the minimum and the maximum, adding another 10 per cent at each end (see Figure A.12). The uniform distribution is conservative as well as simple, with an expected value defined by the midpoint, equal to the median (50 per cent value).

The simplest feasible level of risk event structure might be used on the first pass, but this need not be the case. For example, a schedule risk model might have a simple basic PERT model structure, with one risk event (activity duration variability) for each activity.

A Monte Carlo simulation tool can be used to combine all the risk events assuming:

- a simple form of perfect positive correlation,
- statistical independence,
- a plausible intermediate level of dependence.

Figure A.12 Uniform probability distribution
It may be possible to calculate the uncertainty results from a model based on perfect (100 per cent) correlation arithmetically, but the results would normally be unrealistically wide. Conversely, assuming that each risk or activity is independent would produce a result that was too narrow, unless the model uses a very low number of estimates. However, since the main aim is to identify what matters most, the uncertainty spread in the results might not be important. If no information about dependence is available, 50 per cent dependence is a plausible midpoint estimate. However, mature processes will usually employ alternatives. For example, when costing oil refineries in the 1980s, based on empirical studies, BP adopted 75 per cent as a plausible level for simple sum of cost item variability estimates.

It is useful to structure the simulation so that cumulative probability curves, like those of Figure 4.3 (p. 37), show how the uncertainty builds, as risk events are combined, presenting the overall outcome. When it is clear which risk events are the major contributors to project risk, later passes can develop more clarity in the areas that are found to matter most.

Several different lines of model development may need to be considered and used. Some risk events may be worth decomposing into simple terms. For example, activity variations defined as a single risk event in a basic PERT model might be decomposed into ‘normal variations’ and ‘abnormal variations’, with illustrations of each drawn from the risk register. Other risk events may be worth more complex decomposition. For example, ‘abnormal variations’ might be decomposed into ‘major equipment failures’, ‘extremely good weather’, ‘extremely bad weather’ and so on. Within each of these different levels of risk event decomposition, the modelling can use the simple uniform probability distribution approach or it can employ three-point estimates and other refinements discussed below. Further, dependence can be treated with related levels of complexity, using conditional specifications (as used in decision trees) and causal models that decompose the structure of event risks and responses until statistical independence is a credible assumption.

A3.3 Monte Carlo analysis

Monte Carlo analysis is a widely used and powerful quantitative risk analysis technique. The most common subjects for Monte Carlo analysis are overall project cost and time. The same principles can sometimes also be applied to product outcome, particularly if the key features of the project’s product can be measured in with a single dimension. The results can therefore be interpreted from the perspective of overall project risk. A key feature of the technique is that it offers an approach that combines the assessment of individual risk events with an analysis that concerns overall project risk, thus integrating the two definitions of the word ‘risk’ that are used by this Guide (see p. 17).

However, Monte Carlo simulation is also a technique that demands significant time, effort, judgement and skill. When used well, Monte Carlo analysis
adds value to the management of projects, but if it is used inappropriately it may deliver dangerously misleading information.

Figure A.13 is a generic illustration of the way in which Monte Carlo analysis is used. The simulation process – in which input values are chosen randomly from within probability distributions and then combined and calculated as simulated outputs – is a mechanistic one that can be handled efficiently by modern software tools. In contrast, the issues that affect the quality of analysis are associated with the points in the process at which there is human intervention – namely:

- the risk estimates
- the Monte Carlo model
- the way in which the results are used and interpreted.

The way in which the results are used depends on the purposes of the analysis and should be understood before the model is constructed. Similarly, there should be a good understanding of the model before the input estimates are made. Accordingly, this section deals first with the purposes of Monte Carlo analysis and then with modelling techniques. Guidance on estimating is covered in section A3.1 (‘Three-Point Estimates’). It concludes

Figure A.13  The Monte Carlo analysis process
with a feature that should be considered for all project risk models – that of simulating the interdependencies between project activities using statistical dependencies (or correlation).

A3.3.1 The purposes of Monte Carlo analysis

In general, the purposes of a Monte Carlo analysis are to forecast a realistic probability distribution for outcome and to understand the dynamics of a project in a way that helps its management. The results may therefore be used to:

- identify the work content and risks that have the most influence on the variance of project outcome
- perform a healthcheck on the project’s plans
- evaluate the scope for the use of proactive risk mitigation
- estimate the contingencies that the project requires to have a given level of confidence in achieving success
- compare the risk efficiency of alternative project solutions
- evaluate the implications of arrangements for bearing responsibility for risk
- provide evidence to stakeholders at key investment decision points.

The intended purposes of analysis and their relative importance should influence the way in which a Monte Carlo model is constructed. For example, if the primary purpose is to estimate schedule contingencies, a model will be required that includes all work that could potentially be critical (whilst avoiding the pitfalls of including too much detail) and simulates correlation between activity outcomes. On the other hand, if the primary purpose is to identify the work content and risks that have the most influence on project outcome, the use of correlation might be less important and the level of detail somewhat greater.

The ways in which the purposes of Monte Carlo analysis affect the construction of models are discussed in the paragraphs that follow for each type of model. However, before this, there are a number of other issues that should be taken into account when conducting the analysis and reporting on the results. These include recording and reporting of assumptions, the potential for bias and the natural limitations of this approach when applied to the assessment of overall project risk.

A3.3.2 Assumptions

Any Monte Carlo model will be based on assumptions, violations of which are outside the scope of modelling. For example, certain estimates might have been developed on the basis that a particular contractor would be employed or on the assumption that the priority accorded to the project would eliminate resource limitations from consideration. As Monte Carlo
results are potentially misleading if the audience is unaware of significant assumptions, the risk analyst should record all of these and include them in reports.

A3.3.3 Bias

Bias is systematic error that may be optimistic or pessimistic, conscious or unconscious. If stakeholders or project team members influence the Monte Carlo analysis by providing estimates or modelling assumptions that are biased, the analysis results will be misleading. (Of course, it should be emphasised that such a bias may be present even if it has not been introduced consciously.) The cumulative effect of relatively small errors of judgement can build up to a significant gap in analysis if the errors are systematic. Such errors can be the consequence of the project planning processes and the environment in which they take place and do not necessarily require the conscious introduction of bias by individuals.

Pressure to demonstrate a high level of confidence in targets tends to produce optimistic bias. The most obvious example of this occurs when Monte Carlo analysis results are used to evaluate confidence in a project’s business case, leading to a major investment decision. In this situation, a conflict of interest can develop between members of the project team, who want to be sure that the project gains approval, and stakeholders, who want to be assured of a high probability of success. Since the project team normally manages the Monte Carlo model and estimates, stakeholders should take steps to ensure that the process used to generate the model and estimates is subject to independent scrutiny.

In contrast, accountability issues may cause individuals to protect themselves by introducing a pessimistic bias. A common cause of this is previous experience of arbitrary budget cuts. Correction requires a management solution that establishes fairness and consistency. This may involve differentiating between targets (the achievement of which may require a balance towards good luck) and realistic risk estimates.

A3.3.4 Limitations

Users of Monte Carlo results should be aware of the limitations of the technique. Whilst it provides a powerful tool for analysis, it is not a complete solution to the forecasting of all project risk. In practice it may be difficult to model certain risks, including potential showstoppers or risks associated with the project environment that cannot be modelled as impacting on discrete areas of the plan.

Although obvious, it should also be remembered that Monte Carlo models do not include unidentified and unidentifiable risks.

For these reasons, Monte Carlo results should be treated intelligently and in the context of the project environment. For example, if the results are used to estimate schedule or financial contingency requirements, there should be
separate allowances made for overall project risk that cannot be modelled in this way. For example, a project may maintain two budgets for financial contingencies – one to cover risk that can be identified and modelled, and another to cover its exposure to unidentified events.

A3.4 Monte Carlo schedule models

A typical Monte Carlo schedule model comprises a network of activities, risk events and milestones. The milestones are chosen as focal points of interest for the simulation results. The network of activities should be informed by the schedule that is used for the normal project planning process, although it is usually not good practice for the risk model to be a straight copy. Probability distribution functions will be estimated for each activity to simulate the variance in its duration, resources or logic. Probabilistic risk events can be simulated as additional activities whose duration is zero (should the risk not occur) or a value chosen from a probability distribution function that represents the range of possible duration should the risk occur. In certain cases, risk events may be better simulated by probabilistic or conditional branches. Probabilistic branches are formed where there is uncertainty as to whether one way of implementing the project will be used or another. Conditional

![Diagram of Monte Carlo schedule risk model](image)

**Figure A.14** Typical features of a Monte Carlo schedule risk model
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branches are employed to simulate the use of an alternative implementation dependent on the outcome of a simulated factor – for example the use of a planned fallback should a milestone slip beyond a critical point. Figure A.14 depicts a graphical representation of the model.

As a schedule risk model is being developed, it is important to understand the level of activity detail that should be simulated. Even on very large projects and during later passes of the risk process, a good schedule risk model is unlikely to have more than 250 activities and risks, and there are usually good reasons for using a number that is very much smaller. The reasons for setting this limit are as follows:

1. Confidence in the validity of dependencies at lower levels of detail may be questionable, particularly, in the case of long-duration projects in which the schedule will evolve as the project progresses.
2. The attention that can be paid to developing good quality risk estimates will almost certainly be diminished by having to make estimates for a large number of activities.
3. Many activities on the full project schedule have no significance to a timescale risk analysis, either because there is no likelihood that they will be critical or because they simply mark out budgets for cost collection.
4. If each activity is simulated independently (that is, there is no correlation between activities) the spread of results from a model with a large number of activities becomes unrealistically narrow. This is particularly the case where activities are linked in series.

The Monte Carlo process assumes that each network dependency is 100 per cent valid. As increasing levels of granularity are introduced into the model there is therefore a danger that detail that appears to be justified on the grounds of objectivity in fact becomes irrational. This means that there is therefore a trade-off to be made between the aim of using the model to understand details within the project schedule and the aim of producing a realistic forecast of schedule variance. Detail should only be increased where there is a high level of confidence in the validity of dependencies and where the detail leads to better estimates and/or understanding of the schedule dynamics.

After having understood the purposes of the analysis, the first step towards constructing a Monte Carlo schedule model is to choose the milestones to be simulated. The criteria used to select these milestones should be that:

- they are key subjects of interest for managers and stakeholders
- they can be associated with defined products or events
- they are spread relatively evenly across time
- they bring together dependencies from parallel paths in the schedule.

The network of activities required to achieve these milestones can then be defined. On a first-pass model, this network is likely to provide a coarse
level of detail as described in section A3.1 (‘Simple Quantitative Risk Models’). At subsequent passes, more granularity can be added as more information starts to become available for those areas of the project schedule that are relatively exposed to risk.

Many medium to large projects control their activities with a schedule that exceeds the level of detail appropriate to a Monte Carlo risk model. Thus, whilst the full schedule should be a primary source of data for the risk model, it is not usually best practice to create the model by making a simple electronic copy, although unfortunately this is often the quickest way of performing the task. If this error is compounded by making three-point estimates on a generic basis, the analysis is likely be at best useless and at worst misleading. One of the benefits of schedule risk analysis is that it provides an opportunity for performing a healthcheck on the project schedule. To achieve this benefit, the risk analyst must be able to work closely with the schedule planners and add value by bringing the risk perspective to bear.

A3.4.1 Presenting Monte Carlo schedule analysis results

Monte Carlo analysis results are usually presented as either a histogram or a cumulative curve. Both formats allow planning baselines to be shown against the risk-based forecast. Cumulative distributions are popular for presenting results because it is easy to display the results of different modelling scenarios on the same graph. However, histograms sometimes have the advantage of making it easier to identify major risk drivers. Recipients of histogram data are also somewhat less inclined to overinterpret the significance of the date at whatever level of confidence they report against. The graphs shown in Figures A.15 and A.16 show results from the same analysis.

Whilst cumulative distribution graphs and histograms are useful techniques for presenting risk-based forecasts for project outcome, Monte Carlo analysis also provides data useful for a more detailed identification of schedule risk drivers. In a mature risk management process, this is likely to be the primary purpose of the analysis. The following four techniques are discussed below:

- scenario comparisons
- criticality analysis
- schedule sensitivity index
- cruciality analysis.

A3.4.2 Scenario comparisons

Once a Monte Carlo risk model has been established, it is often possible to perform the analysis to simulate different scenarios. For example, it might be possible to avoid certain risks by making changes to the project solution. A comparison between the S-curves generated by the simulation of different scenarios would then provide an assessment of the relative merits of the
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Figure A.15 Cumulative distribution graph for milestone completion

Figure A.16 Histogram showing the forecast for the same milestone completion
Another form of scenario comparison concerns the modelling of outcome on the basis of pre-mitigation and post-mitigation estimates. Figure A.17 shows two S-curves representing the pre- and post-mitigation scenarios. The gap between the two curves can be interpreted as being an estimate of the schedule benefit that is expected to be gained from the implementation of plans for risk mitigation (provided that the risk mitigation actions are actually implemented as planned).

**A3.4.3 Criticality analysis**

Criticality is defined as the percentage of simulation iterations in which an activity or risk event lies on the schedule critical path. It is therefore a measure of the probability that the activity or risk event has a direct effect on the schedule outcome. Most Monte Carlo schedule analysis tools are able to output criticality listings for activities, but a number of tools are not capable of doing this correctly for risk events (a risk event should not have a criticality greater than its probability of occurrence – that is, if it only happens half of the time, and it is always critical when it does, its criticality should be 50 per cent).
One way of identifying those elements of the schedule that have the most influence on the project duration is to list activities and risk events in a criticality rank order. This is a useful first-pass approach to using the output of the analysis to focus on schedule improvement. Its limitation is that it takes no account of the effect of activities and risk events on the variance of outcome, although this can be overcome by using the schedule sensitivity index technique described below.

### A3.4.4 Schedule sensitivity index

As a measure of uncertainty, variance can be interpreted as being a reflection of a possible opportunity to improve schedule performance should the source of uncertainty be actively managed. Most Monte Carlo analysis tools are capable of monitoring the variance (and hence standard deviation) of each activity and risk event. Combining this data with criticality data allows the calculation of a schedule sensitivity index (SSI) as follows:

\[
SSI = \frac{\text{Standard deviation for duration of activity (or risk event)} \times \text{Criticality}}{\text{Standard deviation of overall schedule duration}}
\]

The standard deviation for the overall schedule is usually higher than the standard deviation for any activity or risk and is included as a normalisation factor that limits SSIs to a maximum value of 100 per cent. It can be noted that the calculation of SSIs is analogous to calculating Probability-Impact (P-I) values for risk events, since criticality and standard deviation may be considered as being analogous to probability and impact respectively. Like P-I values, SSIs are dimensionless numbers that do not have a meaning in themselves, but are, rather, an approach to rank ordering. Rank ordering of activities and risks using SSIs has been proved to be a simple and effective approach to the identification of the key schedule drivers, whose management is likely to yield the greatest benefit to schedule outcome.

### A3.4.5 Cruciality

A number of Monte Carlo tools are able to calculate cruciality (defined as the correlation between a task’s standard deviation and that of the overall project end date). Typically, the results are displayed in a Tornado graph (see Figure A.21). Cruciality values can be used to rank risks and activities in a similar way to criticality and SSI numbers. One advantage of using this technique is that a number of tools have specially designed reports to display results. Another advantage is that cruciality measures can also be applied to other quantitative modelling techniques, whereas the SSI technique is only applicable to schedule risk analysis. The chief disadvantage of cruciality calculations is that many people do not understand the mathematics and are therefore reluctant to act on the information.
In practice, SSI and cruciality calculations from a schedule risk analysis produce similar rank-order listings. Both are a significant improvement on criticality calculations.

A3.5 Monte Carlo cost models

The structure of a Monte Carlo cost model should be designed to simulate all sources of cost variance whilst avoiding the problem of double-counting which would result if the simulation of their effects was duplicated. Typically, risks might materialise as project costs in the following three different ways:

- variance of costs attributable to budget uncertainties in planned tasks
- cost consequence of risk events that might or might not occur
- variance of costs attributable to schedule variance.

In order to avoid double-counting, it is necessary to differentiate between these (or similar) effects when making risk estimates. Figure A.18 shows how a model might appear once such differentiation has been achieved. The right-hand column shows possible values for each line item during a single iteration.

<table>
<thead>
<tr>
<th></th>
<th>Prob (%)</th>
<th>Three-point Estimates (£K)</th>
<th>Simulated Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Budget uncertainties</strong></td>
<td></td>
<td>Low</td>
<td>ML</td>
</tr>
<tr>
<td>Planned Task 1</td>
<td>N/A</td>
<td>−50</td>
<td>0</td>
</tr>
<tr>
<td>Planned Task 2 etc.</td>
<td>N/A</td>
<td>−100</td>
<td>20</td>
</tr>
<tr>
<td><strong>Potential risk events</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk A</td>
<td>25%</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Risk B etc.</td>
<td>10%</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td><strong>Time / cost variances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance X</td>
<td>N/A</td>
<td>−10</td>
<td>30</td>
</tr>
<tr>
<td>Variance Y etc.</td>
<td>N/A</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>N/A – Not applicable</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A.18 Monte Carlo cost model showing simulated values during a single iteration
iteration of a Monte Carlo simulation. The Monte Carlo model output is obtained by monitoring the simulated total for all line items shown at the bottom right.

Budget uncertainties concern the accuracy with which cost estimates can be made for the outcome of planned tasks. They can be modelled using a continuous probability distribution. The risk factors involved might include the validity of estimating metrics and variance from the assumptions used to estimate resource requirements. In contrast, the cost consequences of risk events that might or might not occur should be modelled as variable ‘step changes’ to the cost outcome. The step changes would result from the risk’s occurrence, so within the cost model such events should be assigned a value for probability.

The greatest challenge in constructing a Monte Carlo cost model often lies in differentiating between the direct cost of risk events and the implications that schedule variance has on costs. There are usually a number of ways in which a project’s costs may be increased as a function of time. The most common example is that of the ‘marching army’ of project support personnel (including the project management team). As with budget uncertainties, costs that vary as a function of time can usually be simulated with a continuous probability distribution. If the project has conducted a schedule risk analysis, combining the output from this with metrics for costs that are a function of time can provide a basis for defining the three-point estimates.

Some risk tools support a fully integrated cost/schedule approach to Monte Carlo analysis. The basis of the risk model should be a resourced schedule that allows a combination of activity logic and resource pool constraints to drive schedule analysis. With such tools the methods outlined in this Guide can be extended to model the combined effects of risks and uncertainties that pertain to activity duration, costs, resource rates and resource availability. This approach may be helpful if resource availability is a key driver of schedule risk. However, correlation of the various factors involved presents complex modelling problems, and the results may not provide greater insight than the schedule and cost risk analysis processes already described.

**A3.5.1 Presenting Monte Carlo cost risk analysis results**

Monte Carlo cost risk analysis results are usually presented in the form of a cumulative distribution graph (S-curve) or a histogram, equivalent to those used for schedule analysis. It is useful to include the value of planned baselines such as target or expected budgets and values for financial reserves. Figure A.19 shows a possible format for the presentation of cost risk analysis results using an S-curve.

The schedule scenario comparison techniques previously described in section A3.4.2 are also equally applicable to cost risk analysis. Figure 4.4 (p. 41) illustrates approaches that can be used to present information using
cost risk analysis for different scenarios. Use of the type of presentation shown by these figures can be very helpful for the purpose of selecting risk-efficient project solutions.

**A3.5.2 Simulation of statistical dependencies (correlation)**

Project activities are never truly independent from one another. In practice, common factors result in a tendency for uncertainties (schedule or cost) to gravitate towards a similar region in the probability distributions that have been estimated for them. In other words, there is a positive correlation between the activity outcomes. Some common factors may pertain to the project as a whole – for example, the quality of the project management team and the robustness of the estimating process. Other common factors may be contained within certain project areas, often because they are associated with a particular group of products.

Occasionally, a negative correlation between activity outcomes might be expected. For example, if there is uncertainty as to what proportion of a certain area of the project will be subcontracted, there might be a negative correlation between the in-house and subcontract costs for the associated activities.

A Monte Carlo model should reflect the fact that activity outcomes will be correlated to some degree. Failure to do so will generate results for overall
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project risk that have an unrealistically small variance. This is a particular problem in Monte Carlo cost risk analysis, where the simulation is based on an arithmetic total of a large number of line items. The central limit theorem shows that if variables are simulated independently, the variance of their combined value decreases as a function of the number of variables.

Most Monte Carlo analysis tools use rank-order correlation coefficients to simulate statistical dependencies between activities. Truly independent activities would have a correlation coefficient of zero, whereas activities with a perfect positive correlation would have a correlation coefficient of 1. In practice, most project activities have interdependencies within this range. Figure A.20 shows four scatter diagrams, illustrating correlation coefficients of 0.1, 0.3, 0.7 and 0.9.

The risk analyst should consider the common factors that affect interdependencies between project activities and select a coefficient of correlation that is appropriate, to apply either to all project activities or to specified groups of activities. (If there are a small number of groups it is usually

Figure A.20 Correlation coefficients applied to a pair of symmetrical Beta PERT distributions
reasonable to simulate the groups as being independent of one another.) The
value selected for correlation coefficients should reflect the degree to which
they are interrelated. Interdependencies within activity groups are likely to
be stronger than interdependencies that apply to the project as a whole.
Typically, experience shows that, for schedule risk analysis, correlation coef-
ficients in the region of 0.5 are appropriate, whereas for a simple cost risk
analysis, this could rise to 0.7–0.8. If the structure of the cost risk model has
been designed to take into account results from the schedule analysis, then
the cost model correlation coefficients should be reduced accordingly.

A3.5.3 Simulation times, numbers of iterations and Monte Carlo versus the Latin
Hypercube

During a pure Monte Carlo simulation, a value for each variable is chosen at
random from within the associated probability distribution. Each iteration is
then truly independent of the others. One consequence is that a relatively high
number of iterations have to be performed in order to avoid the possibility of
results being unrealistically skewed by chance. For this reason, it is recom-
manded that at least 2000 iterations are performed for more complex models.

Today, modern computers with suitable software can be expected to
perform an analysis of 2000 iterations in an acceptably short time. However,
before this was the case, practitioners sought methods to reduce the number
of iterations to save time. An approach to this problem was provided by the
Latin Hypercube. This method divides the probability distribution of each
variable into bands and ensures that a correctly proportionate number of
values are chosen from each band over the course of the number of iterations
performed. The Latin Hypercube remains a legitimate short-cut to reducing
the number of iterations (typically to 500), but the advent of faster comput-
ing has almost rendered it obsolete.

With modern computers, projects that have processing difficulties when
running Monte Carlo models have usually made the mistake of copying
their detailed plan (with thousands of activities) in order to produce their
risk model. As explained earlier in this section, this is not only a fundamen-
tally flawed approach to risk analysis, but also causes logistical difficulties in
running the analysis.

A3.6 Additional techniques for presenting risk analysis results

A3.6.1 Tornado charts

Tornado charts provide a pictorial representation of a sensitivity analysis of
the model. They illustrate the degree to which the uncertainty of a model’s
output is affected by the uncertainty of the individual variables within the
model. Figure A.21 demonstrates a typical example. The longer the bar, the
greater the effect that variable is having on the model’s output. The bar
length represents the degree of correlation between the input model variable
and the output. The higher the degree of correlation between the input and output variables (calculated using rank-order correlation), the more the input variable is affecting the output.

It is usual to plot the variables from the top down in decreasing size of correlation, and it is sensible to limit the number of variables that are shown on the plot. If there are positive and negative correlations, the result looks a bit like a tornado, hence the name. The Tornado chart is very useful for identifying the key uncertain variables that are driving the result of the model. If the uncertainty of these key variables can be reduced, the uncertainty of the problem will be reduced too. The Tornado chart is therefore very useful for planning any strategy for the reduction of uncertainty.

The key identified variables can often be made more certain by:

- collecting more information on the variable if the uncertainty is in the level of knowledge of the variable
- determining strategies to reduce the effect of the uncertainty of the variable. For a project schedule, this might mean altering the project plan to take the task off the critical path. For a project cost, this might mean offloading the uncertainty via a fixed-price subcontract.

A3.6.2 Spider plots

Spider plots offer another method for illustrating the effect of the individual input variables on the output’s uncertainty. The variation in the input variable is shown on the x-axis against the value of the output shown on the
y-axis. This is achieved by setting each uncertain input variable to its mean value and then changing the value of one of these inputs and noting the effect on the output. The greater the effect of the input on the output variable, the larger the vertical distance the line for that variable will cover.

The spider plot is usually shown with ± percentage changes from the mean of the input variables. Each input is set to its 50 percentile. Then, one input at a time is changed to, say, its 1, 5, 20, 80, 95 and 99 per cent values, and the resultant values of the output are noted. This second approach gives a much better quantification of the effect of the range of each input variable. Figure A.22 shows an example.

A.3.7 Decision trees

A decision tree can help when choosing the best way forward between alternative courses of action as it provides a way of formulating the problem and evaluating options. Whenever a decision must be made there are always two or more courses of action open. These can be represented as a series of ‘branches’ springing from a single node that represents the decision. If the value to the decision-maker of adopting each course of action can be established, then it is a simple matter to choose whichever course offers the best value. However, the identified courses of action often lead either to further
decisions or uncertain outcomes. When this occurs, further branches can be drawn from the outcome of each of the original branches and the whole diagram develops a tree-like appearance – hence the title. If all the branches have potential outcomes that can be stated with a high degree of certainty then it is a straightforward matter to evaluate the overall outcome at the end of each branch, choose the most favourable one, then work backwards through the tree to establish the series of decisions that leads to the best result.

Where outcomes cannot be stated with certainty, there is a chance that whatever decision is made could turn out to be the wrong one. Decision trees can reflect this situation but, in this case, some of the branches will represent the decision options (‘decision-maker’s tree’) and other branches will represent the outcomes determined by fate, chance or ‘the state of nature’ (‘nature’s tree’). In this situation, the rules of probability have to be applied to determine the best decision. The example below considers the problem of the project manager who has to decide whether to continue with an existing contractor who has been constantly falling behind schedule or switch to a new contractor who is promising to recover or better the schedule. Both the decision-maker’s tree and nature’s tree are shown in Figure A.23.

![Decision Tree Diagram](image-url)

**Figure A.23** The decision-maker’s and nature’s trees
### Table A.4 Courses of action and possible outcomes

<table>
<thead>
<tr>
<th>Courses of Action</th>
<th>States of Nature</th>
<th>Best</th>
<th>Most likely</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(10% chance)</td>
<td>(70% chance)</td>
<td>(20% chance)</td>
</tr>
<tr>
<td><strong>Option 1</strong></td>
<td>Outcome</td>
<td>No slip</td>
<td>2-month slip</td>
<td>4-month slip</td>
</tr>
<tr>
<td>Stay with existing contractor</td>
<td>Cost</td>
<td>£0</td>
<td>£40K</td>
<td>£80K</td>
</tr>
<tr>
<td><strong>Option 2</strong></td>
<td>Outcome</td>
<td>1-month gain</td>
<td>No slip</td>
<td>1-month slip</td>
</tr>
<tr>
<td>Change to new contractor</td>
<td>Cost</td>
<td>£20K</td>
<td>£30K</td>
<td>£50K</td>
</tr>
</tbody>
</table>

**Outcomes in terms of cost**

- **Best, £0, (10%)**
  - £0

- **Most likely, £40k, (70%)**
  - £28k

- **Worst, £80k, (20%)**
  - £16k

- **Best, £20k, (10%)**
  - £2k

- **Most likely, £30k, (70%)**
  - £21k

- **Worst, £50k, (20%)**
  - £10k

**Figure A.24 The complete decision tree**
If the likely outcomes of nature’s tree and the probability of each outcome arising can be assessed, then the complete tree can be drawn and evaluated. Some data are given in Table A.4.

The decision tree resulting from the data in Table A.4, as well as the evaluation of each outcome, is shown in Figure A.24. In this figure, the decision tree has been evaluated in terms of expected costs using the rules of probability. The analysis shows that Option 2, changing to a new contractor, looks to be the better decision as it shows the lower overall expected cost (£33K as opposed to £44K for Option 1). This simple example shows the use of the decision tree for the straightforward analysis of options. However there can be situations where the decision paths, and the chance events that spring from them, can lead to increasingly divergent scenarios; in this case, finding end conditions on which to make a valid comparison of options can be difficult. Decision trees are thus best used in the simpler situations; the more complex the scenario, the less valid or less conclusive the result may be.
This glossary defines specific terms used in the PRAM Guide. Risk terminology is problematic in that many practitioners and guides use similar words in a slightly different way from one another, and terms such as ‘mitigation’ and ‘contingency’ can have different meanings depending on the context and the user. This glossary confirms the definition assumed for this Guide.

**beta distribution**  See distributions

**contingency** A margin of resource or specification in excess of the base estimate (for example, of money available for the conduct of the project, of float within the initial project plan, of overspecification of product characteristics) to enable the achievement of project objectives in the face of the impact of specific risk events. See also provisions.

**contingency planning business case** A justification for the allocation of project resource to a particular risk response. In general, the cost of the response (in time and/or money) will be justified on the basis of a reduction or elimination of a threat, or realisation of an opportunity, bearing in mind both the probability and impact of the threat or opportunity. The business case may not be based entirely on money or time, as unquantifiable impacts, such as health and safety or corporate reputation, may be an important part of the impact assessment.

**contractual strategies** Risk responses that limit and/or manage the allocation of risk across commercial boundaries by defining responsibilities and consequences between the parties to the contract. The scope for managing risk in this way is limited severely once the contract is agreed and signed.

**distributions** A characteristic statistical pattern of occurrences of values for a particular outcome when repeated many times. In statistical modelling, values are generated within a defined range according to particular distribution, thought to be representative of the value being modelled. Normal, uniform, beta and negative exponential are examples of distributions. Each of these distributions have characteristic shapes when values are plotted against frequency of occurrence. For example, a normal distribution has a bell shape, exponential curves from horizontal to vertical and uniform has a straight horizontal line.

**fallback plan**  See reactive risk response.

**force majeure risks** Low-probability risks with a high impact on the project, usually arising from causes outside the project’s sphere of influence – for example, catastrophic environmental conditions, disturbance of normal working conditions or prevention or suspension of operations. Force majeure
risks are difficult to manage within a project and are often escalated to a higher level.

**impact** The effect on the project objectives if the risk event should occur.

**mitigation** The term ‘mitigation’ is often used to refer to all responses to threats but some practitioners use the term to refer specifically to proactive risk responses and others specifically to reactive risk responses.

**Monte Carlo sampling method** A method of simulation modelling using a large number of random samples across the range of the distribution. Latin Hypercube is an alternative sampling method using stratified sampling. Latin Hypercube tends to result in convergence of the model using fewer samples.

**opportunity** A n upside, beneficial source of risk.

**PERT** A representation of a set of activities showing task, duration and dependency information, usually depicted as a network diagram. PERT (Programme Evaluation and Review Technique) was developed in the 1950s to address the problems of complex project scheduling.

**probabilistic models** Mathematical models combining several uncertain values and uncertain events to derive a range of possible outcomes. Probabilistic models generally use Monte Carlo sampling methods.

**probability-impact matrices** A representation of a portfolio of risks plotted in two dimensions – probability and impact. Probability-impact matrices can be used to prioritise risk management activities and monitor the success (or otherwise) of risk management activities.

**phases** The phases and sub-phases of the risk management process are as follows.

1. **Initiate**, in which the scope, objectives and context for the process is defined. The Initiate phase comprises two sub-phases, Define Project and Focus Risk Management Process.
   - Define Project consolidates information about the project in a form suitable for risk management and fills any gaps in that information.
   - Focus Risk Management Process defines the aims of the risk management process for this project (or stage) and plans how those aims will be achieved and the resources, tools and practices required.

2. **Identify**, in which the risk events relevant to the project are identified as comprehensively as possible. Several tools and techniques are available to facilitate risk identification.

3. **Assess** in which further information is gathered about each identified risk and the level of overall project risk. Assessment will include estimating the **probability** and **impact** of specific risks, the **risk impact window** and the combined effect of risks. Assessment may use both **quantitative assessment** and **qualitative assessment**.
The Assess phase has four sub-phases, Structure, Ownership, Estimate and Evaluate.

- **Structure** defines the relationship between risk events and between events and responses, to enable more effective responses to be made.
- **Ownership** defines responsibility for managing the risk and each of the responses, both within the project and across contractual boundaries.
- **Estimate** deals with techniques for the quantification of the risk impacts and probabilities, bearing in mind the quality and reliability of the source data.
- **Evaluate** examines the combined effect of the uncertainty from individual risks, applying appropriate techniques to identify risk-efficient responses.

4 **Plan Responses**, in which responses to individual risk events, and to the overall project risk, are determined. These aims may be addressed together in the Plan Responses phase, or as two sub-phases, **Plan Risk Event Responses** and **Plan Project Risk Responses**.

- **Plan Risk Event Responses** ensures that all risk responses are cost-effective and practical and that triggers are defined, approved and agreed with the owners.
- **Plan Project Risk Responses** considers the combined effect of specific responses, and the identification of general responses associated with the collective management of overall risk.

5 **Implement Responses**, in which actions identified during the Plan Responses phase are carried out.

6 **Manage Process**, which is concerned with monitoring effectiveness and controlling progress of the risk process itself, and ensuring that the requirements and deliverables of the risk management plan are met.

These phases are explained in more detail in Chapter 4.

**PRAM** Project Risk Analysis and Management.

**proactive risk response** An action or set of actions to reduce the probability or impact of a threat (or delay its occurrence), or increase the probability or impact of an opportunity (or bring forward its occurrence). Proactive risk responses, if approved, are carried out in advance of the occurrence of the risk. They are funded from the project budget.

**probability** An estimate of the likelihood that a particular risk event will occur, usually expressed on a scale of 0 to 1 or 0 to 100 per cent. In a project context, estimates of probability are often subjective, as the combination of tasks, people and other circumstances is usually unique. In a controlled, repeatable environment, such as a factory or laboratory, it may be possible to derive objective probabilities such as fault rates.

**probability distribution** See distributions.
**probability distribution shapes** See distributions.

**project life cycle** The phases through which most projects pass from initial idea to closure. These phases may be summarised as conception, feasibility, implementation, operation and termination. The extent, nature and potential treatment of risk at each of these phases may be different.

**project objectives** A statement of specific and measurable aims by which the degree of success of the project will be assessed.

**project risk** The exposure of stakeholders to the consequences of variations in outcome. The overall risk affecting the whole project, defined by components associated with risk events, other sources of uncertainty and associated dependencies, to be managed at a strategic level.

**provisions** Time, money or other resources that are made available to cover variation from target value or estimate, not arising from a specific risk event. Provisions will be used on average, whilst contingencies will be used in exceptional cases – when a risk event occurs. See also contingency.

**qualitative assessment** An assessment of risk relating to the qualities and subjective elements of the risk – those that cannot be quantified accurately. Qualitative techniques include the definition of risk, the recording of risk details and relationships, and the categorisation and prioritisation of risks relative to each other.

**quantitative analysis** Modelling of numerical outcomes by combining actual or estimated values with an assumed or known relationship between values, using arithmetic or statistical techniques, to determine a range of likely outcomes of a variable or to understand how variance in one or more values is likely to affect others.

**reactive risk response** An action or set of actions to be taken after a risk event has occurred (as defined by the trigger condition) in order to reduce or address the effect of the threat, or maximise the effect of the opportunity. The cost of reactive risk responses is met from contingency.

**risk efficiency** The minimum level of project risk for a given level of expected performance.

**risk event** An uncertain event or set of circumstances that, should it or they occur, would have an effect on the achievement of one or more of the project’s objectives.

**risk analysis** Assessment and synthesis of the risks affecting a project to gain an understanding of their individual significance and their combined impact on the project’s objectives, as a basis for determining priorities for the application of risk responses.

**risk impact window** The time during which the risk impact may occur. This is of use in prioritising the risk response and phasing contingency over the timescale of the project.
risk management  The process whereby project risk is understood and responses to the risk events are formulated, justified, planned, initiated, progressed, monitored, measured for success, reviewed, adjusted and closed.

risk management maturity  A measure of the extent to which a project or organisation formally applies effective and efficient risk management to support decision-making and the treatment of risk.

risk management plan  A document defining how risk management is to be implemented in the context of the particular project concerned.

risk register  A body of information containing all the risks identified for the project; also explaining the nature of each risk and recording information relevant to its assessment and management.

risk response  Action to reduce the exposure to risk. For a threat, the response aims to reduce the probability of the threat arising or to reduce the significance of its detrimental impact if it were to arise. For an opportunity, the response aims to increase the probability of an opportunity arising and to increase the significance of its beneficial impact. Risk responses can be proactive or reactive.

risk response window  The time during which the risk response will be effective. This is of use in planning and prioritising the risk response and phasing contingency over the timescale of the project.

secondary risk event  A risk event that may occur as a result of invoking a risk response or fallback plan.

sensitivity analysis  A technique that seeks to examine the sensitivity of model results to parameter estimates. Simple forms include varying parameters one at a time and observing the effect in order to inform decisions. A useful form for risk management involves the use of diagrams such as Figure 4.3 (p. 37) to portray the impact of all parameters defining a set of related probability distributions in a direct manner.

stakeholder  An individual or organisation that has an effect on, or could be affected by, the outcome of the project.

statistical dependence  An observed correlation between one value and another in a probabilistic model indicating a possible causal link between the two values represented.

sub-phase  See phases.

threat  A source of downside, adverse risk.

trigger condition  A definition of the circumstances in which a risk is deemed to have occurred, or upon which a fallback action will be initiated.
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